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Abstract 

The introductory essay aims to set the stage for the contributions to this special 
issue by presenting an overview of earlier and current issues at stake in STS TA 
(science and technology studies / technology assessment) conversations and in the 
governance of such new and emerging technoscience as nanotechnology, ‘con-
verging technologies’, synthetic biology and ‘human enhancement technologies’. 
We put forward the notion of new technovisionary sciences in order to designate 
such fields of research and development. The essay offers an analysis of the grow-
ing corpus of relevant STS and TA literature on technovisionary sciences and on 
STS policy interactions and it introduces the contributions to the special issue. 
Furthermore, it outlines emerging perspectives and questions upon which future 
STS TA policy interactions may potentially be based. 
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1  Introduction 

In recent times, new modes of con-
struing and performing technosciences 
have come into existence. They con-
tribute to what has been termed a 
“new assessment regime” (Kaiser et al. 
2009) of emerging fields of research 
and development such as nanotech-
nology, converging technologies, syn-
thetic biology and human enhance-
ment technologies. Arguably, some of 
these changes have been inspired by 
science and technology studies (STS) 
and influenced by scholars from this 
field who participate in governance 
processes. (cf. Irwin 2006; Nordmann 
2009; Nowotny 2007; Webster 2007a, 
2007b; Wynne 2007) 

We put forward the notion of new 
technovisionary sciences in order to 
designate the above-mentioned group 
of fields of research and development 
which have some features in common. 
Entailing “flows of scientific promises, 
reference to relevance, mobilisation of 
resources, and sponsorship” (Rip/Voß 
2009: 5)1, these technosciences in the 
making exhibit strong and contentious 
ideological features. They are also 
shaped by visions of progress and rev-
olutionary implications. The emer-
gence of these fields was marked by 
very early claims about their potential 
ethical and societal aspects and impli-
cations (ELSA, ELSI).  

The objective of this special issue is to 
capture and analyse the spirit of cur-
rent attempts to establish, assess and 
govern emerging technosciences. It fo-
cuses on the construction of content of 
these technosciences in governance 
and, in particular, in research policy 
and technology assessment. We dis-
cuss the latter both as a highly inter-

                                                        

1 Rip, Arie and Jan-Peter Voß (2009) ‘Um-
brella terms in the governance of emerging 
science and technology’; presented at the 
Spring Session 2009 ‘The governance of fu-
ture technologies’ of the working group 
‘Politics, Science and Technology’ of the 
‘German Political Science Association"; Ber-
lin, 22-23 May 2009: 5. 

disciplinary and policy-oriented field of 
research (known as ‘TA’ for short, it is 
closely related to other fields of inquiry 
such as foresight studies) and as a 
general activity concerning current 
technological developments and their 
potential future implications. Con-
tributors to this special issue, includ-
ing ourselves,2 have in recent years 
been involved in governance processes 
at the interface between STS and TA, 
and offer their understandings of these 
dynamics, paying special attention to 
the situated nature of claims about 
technovisionary fields that are inter-
preted as ‘objects’ of governance.3 This 
special issue is also the result of sev-
eral years of discussions and coopera-
tion between a researcher (E.S.) from 
an STS background and a political sci-
entist (C.C.) who works in the field of 
TA. TA, particularly in Continental Eu-
rope, has its own community and its 
own tradition that is related to a great-
er or lesser extent to the core of STS. 
During the course of our conversations 
and collaboration, we discovered many 
commonalities between our approach-
es and topics of research, though we 
also encountered differences, for ex-
ample as regards our vocabularies, the 
boundary objects of our respective re-
search communities and our theoreti-
cal and practical approaches to the 
sphere of research and technology pol-
icies.  

The latter sphere has been the focus of 
TA work from the outset, and has be-
come increasingly important for STS in 

                                                        

2 Work on this special issue was prompted 
in particular by the project ‘Converging 
Technologies and their Impact on the So-
cial Sciences and Humanities’ (CONTECS 
2006-2008), which was funded within the 
Seventh Framework Programme of the Eu-
ropean Union (EU), and by other policy-
oriented research projects on new and 
emerging technologies in which we had the 
opportunity to get involved (see, for exam-
ple, Coenen et al. 2009). The CONTECS 
website, featuring the final report (Andler 
et al. 2008) and other works, is available at 
http://www.contecs.fraunhofer.de. 
3 Or policy-object, as in Webster (2007). 
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recent times, provoking debates and 
altering the scope and, arguably, the 
general political-disciplinary orienta-
tion of STS research. Trends such as 
the boom in publicly-funded research 
on the ELSA of new and emerging 
technosciences and the “wild” mixing 
of schools of thought and disciplinary 
identities in publicly-funded European 
or national projects of scholarly and 
social-scientific research into techno-
sciences have led to a blurring of the 
boundaries between STS, TA and simi-
lar fields, as well as within the respec-
tive fields. With regard to emerging 
technosciences in particular, a lively 
interaction has been evident between 
different approaches and research sub-
communities (e.g. in the discussions 
and activities concerning the sociology 
of expectations, anticipatory govern-
ance, vision assessment (cf. Grunwald 
2012a), and techno-scientific imagi-
naries; see, for example, Brown 2003; 
Grunwald 2007). All these approaches 
and activities, including ELSA studies, 
are part of the above-mentioned new 
assessment regime (Kaiser et al. 2010; 
cf. Coenen/Yang 2010) in which activi-
ties involving the discussion and ad-
dressing of societal aspects of emerg-
ing technosciences begin long before 
these fields become shaped as objects 
for regulation. 

This editorial aims to set the stage for 
the five contributions to this special 
issue by presenting an overview of ear-
lier and current issues at stake in STS 
TA conversations and the governance 
of new and emerging technoscience. 
When STS meets TA, it is not only a 
question of arguing that approaches to 
research policy-making should be re-
examined on the basis of constructivist 
understandings of science, technology 
and knowledge – for decades the dis-
tinct domain of STS. It is also about 
rethinking notions of expertise, legiti-
macy and participation in terms of the 
assumptions that are currently inform-
ing policy deliberations, as they are at 
present arguably undergoing an inter-
pretive and ‘hermeneutic’ (Grunwald 

2012b) – and a  ‘participatory’ – turn. 
Considering the significant role that 
policy plays in the production of tech-
noscience, we will discuss the political 
stakes in new approaches to TA, such 
as vision assessment’s potential 
(Grunwald 2012a) to tackle difficult 
questions concerning the mainstream-
ing and marginalisation of discourses 
of technoscience in policy making.  

2  The magic of words 

Firstly, let us examine the particular 
fluidity and malleability of certain 
terms that are employed in contempo-
rary technoscience as interpretatively 
flexible, empty or floating signifiers (cf. 
Wullweber 2008). Rip/Voß (2009; and 
this issue) argue that the use of such 
malleable labels as “umbrella terms” in 
policy helps attribute significance to 
what are perceived as new “fields” of 
technoscience and to variously suc-
cessful articulations of the necessity to 
mobilise political means.  

This provokes practical dilemmas for 
policy makers in both security (Vogel, 
this issue) and civil technology as-
sessment communities (Grunwald, this 
issue) when it comes to identifying the 
opportunities and risks of emerging 
fields. On the one hand, there is a gen-
eral tendency, supported by the found-
ers of such technovisionary fields, to 
initiate public discussions about ELSA 
of emerging technologies at the earli-
est possible point. On the other hand, 
critics warned against engaging in 
purely speculative ethics (Nordmann 
2007), against exploiting the social sci-
ences and humanities for technology 
marketing purposes, and against the 
dangers posed by a vicious circle of in-
flated promises (Coenen 2009; Nord-
mann 2007; Schummer 2008).  

Against this backdrop, the interpreta-
tive flexibility (cf. Pinch/Bijker 1987) of 
terms of reference also constitutes 
challenges for policy makers as new 
initiatives, such as Responsible Re-
search and Innovation (RRI), probe 
their potential for assessing the socie-
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tal acceptability and relevance of 
emerging fields (Owen/Bessant/Heintz 
2013; Simakova/Coenen, 2013).  

3  STS meets TA 

In what sense, and to what extent, did 
STS contribute to the rise of the tech-
novisionary sciences? And what role 
was played by TA, understood as an in-
stitutionalised set of approaches that 
emerged mostly in Western and Cen-
tral Europe as a set of research policy 
and research bodies, often engaged in 
policy advice for parliaments and other 
political institutions?  

STS has increasingly presented itself as 
a diverse “multidiscipline” (Woolgar et 
al. 2009) accommodating “a large 
range of ideas and orientations” 
(Lynch 20094); it has also opened the 
door to a greater involvement of TA re-
searchers in STS. A similar presenta-
tional strategy was adopted by recent 
social scientific and humanist initia-
tives in the area of emerging technolo-
gies. The newly-formed Society for the 
Studies of Nanoscience and Emerging 
Technologies (S.NET) is one place 
where STS meets science, technology 
and innovation (STI) studies, the soci-
ology of scientific knowledge (SSK), 
policy-oriented TA, foresight research, 
ethics of technology and other disci-
plinary fields or independent organisa-
tions dealing broadly with science, 
technology and society.5 

Interactions between STS and TA and 
the potential for the two fields to learn 
from each other are especially evident 
in debates on new technovisionary sci-
ences (e.g. Selin 2008; see also Grun-

                                                        

4 See Michael Lynch’s Presidential fore-
word to the 2009 4S Meeting Programme 
(Lynch 2009). 
5 S.NET describes itself in the following 
terms: “S.NET represents diverse commu-
nities, viewpoints, and methodologies in 
the social sciences and humanities” (see 
http://www.thesnet.net/Statement.html last 
accessed 11 August 2013). 

wald, this volume).6 To what extent, 
however, can a multidisciplinary STS 
stance accommodate and be conducive 
to a TA that has been largely con-
cerned with seeking pragmatic truths 
about science and technology relevant 
to the “corridors of power”? On the 
other hand, would STS scholars be en-
ticed to enter a domain of enquiry in 
which they would have to make defini-
tive judgments about science and 
technology capacities, thus possibly 
compromising the purist ideals of aca-
demic scholarship? 

In the domain of TA, there have often 
been debates about the need to draw a 
distinction between a ‘classical con-
cept of TA’ and newer concepts. While 
the classical concept may never have 
existed in the way it is usually de-
scribed, it nevertheless functions as a 
boundary object in the field’s internal 
discussions. Grunwald (2009: 1114) 
emphasises that it incorporates “as-
pects of the way in which TA was prac-
tised during its ‘classical’ phase in the 
1970s, in the Office of Technology As-
sessment (OTA) at the US Congress 
[…] but in many respects it is a later 
stylization and not an adequate histor-
ical reconstruction.” According to 
Grunwald, six elements are deemed to 
be constitutive of the classical concept 
of TA, namely positivism, etatism, 
comprehensiveness, quantification, 
prognosticism and an orientation to-
wards experts: positivism entails 
providing policy makers with objective 
information and value-free knowledge, 
but not interfering in the decision-
making process. It can be argued that 
policy makers were the only addressee 
of TA in the classical view. TA’s con-
ventional fixation on the state was crit-

                                                        

6 The special issue is thus part of recent 
tendencies to strengthen the (social) stud-
ies of social sciences and humanities with-
in the STS context (Mayer 2009, EASST Re-
view volume 28, 7-14). This also includes a 
renewed interest in policy treatments of 
SSH in different countries;   
see http://www.sshstudies.net/ last ac-
cessed 11 August 2013). 
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icised early on, also within the TA 
community, which led to a number of 
concepts of ‘participatory TA’ being 
developed. TA generally strives to 
comprehensively capture the effects of 
a technology, not only in its classical 
phase, but in many cases still today. 
Detailed analysis is usually embedded 
within a broader scope which includes, 
for example, the socio-economic, po-
litical, ecological and safety aspects of 
a given field of science and technology 
– in recent years, its ethical and cul-
tural aspects have also been increas-
ingly taken into account. In line with 
its positivistic understanding of sci-
ence, the classical phase of TA includ-
ed a desire to overcome the “lack of 
inter-subjectivity” by means of quanti-
fication; it was seen, and indeed saw 
itself, as a provider of prognostic 
knowledge that should be as “hard” as 
possible, and as an early warning 
mechanism for technology-related 
risks. Possibly because it emerged as a 
new field of research in fairly techno-
cratic times, the classical concept em-
phasised the role of experts to such an 
extent that some TA activities acquired 
an ‘expertocratic’ flavour. The fixation 
on the state was historically accompa-
nied by a focus on parliaments; in Eu-
rope, parliamentary TA is at the heart 
of the field as a whole. TA often made 
inroads into the political system via 
institutionalisations of parliamentary 
TA. Parliaments in particular have a 
need for robust knowledge about sci-
ence and technology that is provided 
independently of governments (with 
their many means of mobilising exper-
tise), and TA has been able to provide 
this.  

Based on our own participation in cur-
rent conversations between STS and 
TA, we observe that questions are in-
creasingly asked, in formal and infor-
mal interactions, about the potential 
mutual benefits of STS and TA. Such 
an ‘alliance’ appears to be able to fur-
ther reinforce TA’s capability to pro-
duce even more astute analyses of sci-
ence, technology and society. For STS, 

contributions to the development of 
the assumptions that underpin the 
narratives of science, technology and 
society that figure in TA policy reports 
have proven to be a fruitful application 
ground. 

A typical TA project today still resem-
bles classical TA projects in many 
ways: it usually begins by collecting 
information, identifying experts and 
analysing the state of the art in a well-
defined field of research and develop-
ment; it also takes societal aspects and 
political challenges into account at the 
earliest possible stage. In all such pro-
jects, a scoping study of the field is 
carried out in an attempt to take expert 
opinions into account. Official political 
statements relevant to the project’s 
topic are also collected. Depending on 
the type of project, the perspectives of 
a smaller or larger number of stake-
holder groups may be included, as may 
participatory elements. In recent years, 
such TA work has often been per-
formed in multi-partner projects or in 
broader networks which include STS 
practitioners, particularly as a conse-
quence of the boom in publicly-funded 
ELSA studies.  

While TA seeks to further distance it-
self from its classical tradition, thereby 
changing its role in policy processes, 
new challenges arise for STS too, for 
example as a result of a greater in-
volvement in policy advice. The thor-
ough study of techno-scientific prac-
tices and the detailed analysis of inter-
pretations, to name but two character-
istic strengths of STS research, are 
now part of what are deemed compre-
hensive, “global” research projects, of-
ten with clearly defined policy goals 
(such as supporting ‘responsible inno-
vation’ with regard to a certain set of 
techno-scientific developments). While 
STS sensibilities and approaches have 
increasingly been integrated into the 
practice and repertoire of TA, STS have 
apparently also been quick to engage 
in a debate about the particularities of 
the field’s diverse approaches to policy 
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advice (Nowotny 2007; Webster 2007a, 
2007b; Wynne 2007). 

As one source of scholarly advice that 
is well suited to dealing with socio-
technical change, STS was able to 
bring new perspectives to the dis-
courses of governance of science and 
technology, involving itself in conver-
sations in the realms of TA (see, for 
example, Felt/Wynne 2007; Nordmann 
2009), anticipatory governance and its 
critique (Guston/Parsi/Tosi 2007), or 
security policy (Vogel 2008). STS has 
become a player that interacts in the 
co-construction of credible narratives 
about new technovisionary sciences in 
“collective experimentation” (Nord-
mann 2009) that deal with ambiguities 
associated with the politics and con-
tent of such sciences. Scholars have 
also quickly engaged in a reflexive de-
bate about their own diverse roles in 
policy interventions (Guston/Sarewitz 
2002; Irwin 2006; Nowotny 2007; Web-
ster 2007a, 2007b), with such debate 
increasingly becoming a reflexive ele-
ment “incorporated into the social set-
tings” (Lynch 2000).7 

What are the new analytic gains 
achieved by such moves? Can STS 
hope to remain radical and provocative 
in these moves? And to what extent 
does STS exercise anthropological dis-
tance, acting like an outsider and mak-
ing the familiar appear strange in these 
moves? Such entanglements, also in 
the fields of medicine, business or law 
(Woolgar et al. 2009; Lynch/Cole 2005; 
Cornell 2003; University of Oxford 
2004, 2005), provoked questions about 
the identities of STS and transfor-
mations relating to its ability “to chal-
lenge extant claims to authoritative 
‘scientific’ knowledge and treating STS 
as, itself, a positive source of epistemic 
authority” (Lynch/Cole, 2005: 269). 

                                                        

7 Such engagements can even be explicitly 
framed in terms of ‘reflexive governance’ 
(Voß et al., 2006) of science and technolo-
gy. 

4  “Thinking in alternatives” 
as common ground? 

In many ways, “thinking in alterna-
tives” (Grunwald 2009: 1112) has been 
a characteristic of the TA concept and 
practice for many years. If a certain 
technology is assessed, technological 
and non-technological alternatives are 
usually taken into account in the anal-
ysis. TA has also been characterised 
from the outset by a highly interdisci-
plinary nature which, for example, en-
tails that TA research is usually con-
ducted jointly by natural scientists, en-
gineers, social scientists and human-
ists. Post-classical TA, in its various 
shades, takes even more pluralities in-
to account. Participatory TA has strived 
to abandon or mitigate positivism, 
etatism and the orientation towards 
experts. Moreover, it has provided TA 
with a wide range of new ways to in-
volve stakeholders and citizens.  

While TA has been able to achieve con-
siderable diversity by participating in 
democratic deliberations about science 
and technology, the issue of plurality 
and public participation has also ac-
quired particular significance and 
drawn critical attention for STS (Irwin 
2006). For both STS and TA, one major 
question is whether they are sensitive 
enough to the kinds of narratives 
about science, technology and society 
that acquire dominance by marginalis-
ing other ways of accounting for socio-
technical change. Invited or indeed 
pushed by political institutions and 
private funding agencies increasingly 
to include strong elements of public 
participation in their work (particularly 
in emerging technoscientific develop-
ments), TA and STS must increasingly 
ask themselves how they construe 
publics and how they select ‘stake-
holders’ (and to what extent they allow 
them to select themselves). Who is in-
cluded and who is excluded, and why?  

Questions about the knowledge made 
available to policy makers must cer-
tainly not be separated from epistemo-
logical concerns about how such 
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knowledge is obtained and governed. 
Secrecy, due to the military-industrial 
orientation of technoscience or to in-
dustrial and scientific competition, is 
something that any effort to gain a 
better understanding of technosci-
ence’s “inner workings” has to take 
very seriously. Moreover, discourse on 
technovisionary sciences is often char-
acterised by competing claims – often 
made on shaky grounds – about future 
options and potential applications. 
While uncertainty is a general feature 
of any kind of future-oriented technol-
ogy assessment, technovisionary sci-
ences differ from other fields, for ex-
ample with regard to the relation be-
tween evidence-based statements and 
mere speculation.   

Are there ways in which even more 
productive approaches can be devel-
oped by mobilising both STS and TA 
sensibilities in an attempt to increase 
plurality, and what challenges does 
this involve? 

5  STS and TA in the govern-
ance of technovisionary 
sciences 

Current modes of assessing and gov-
erning technosciences usually treat 
them as policy objects that can and 
must be subjected to public delibera-
tion. Participants in deliberations on 
emerging technologies, and social sci-
entists in particular (Gisler/Schicktanz 
2009), need to give increasing consid-
eration to and deal with broader ac-
countabilities due to a greater in-
volvement of audiences and interests 
beyond two-way science-policy con-
versations. These developments corre-
spond to the emergence of inclusive 
concepts for the political shaping of 
science and technology which can be 
observed not only in STS8 and TA9, but 

                                                        

8 The rise of participatory approaches in 
STS was so rapid and dramatic that it has 
been characterised as a “normative turn” in 
STS (Lynch/Cole 2005). See also Ashcroft 
(2003) and Stirling (2008) for analyses of 

also in research and technology poli-
cies in general. The new inclusive 
modes of governance (which, however, 
may entail new exclusions) embrace, 
for example, multi-stakeholderism10, 
upstream engagement11 and new TA 
approaches such as “real-time TA” 
(Guston/ Sarewitz, 2002) and “con-
structive TA”.12 Even the previously 
protected domain of intellectual prop-
erty has been opened up to wider pub-
lic deliberation (Hilgartner 2009).  

Given that many major research and 
technology actors have explicitly 
committed themselves since the 1990s 
to the use of participative and inclusive 
approaches, it is no wonder that STS 
concepts for the societal shaping of 
science and technology have become 
more and more relevant in policy con-
texts (cf. Felt/Wynne 2007; Irwin 2006; 
Markus 2009; Nordmann 2009). The 
“Policy Street” and the “Democratiza-
tion Boulevard”, which at the begin-
ning of the decade still appeared to be 
“distinct routes” for STS (Bijker 2003), 
thus appear to have converged during 
the course of the 2000s.  

One could argue that technovisionary 
science discourses reinforce central 

                                                                   

the discursive shift in the focus of govern-
ance from expert agency towards partici-
patory deliberation. 
9 For the participatory turn in TA since the 
1990s, see for example Hennen (1999); 
Joss/Belucci (2002); Reber (2006). 
10 Arguably, the World Summit on the Infor-
mation Society (WSIS), held in 2003 and 
2005, has been a major exercise in multi-
stakeholderism. Since then, the positive 
and negative aspects of the large-scale in-
volvement of civil society organisations 
have been analysed in a significant number 
of papers (e.g. Mueller et al. 2007). 
11 The concept of ‘upstream engagement’ 
was introduced by the British think tank 
DEMOS (cf. Nature Editors 2004); for two 
interesting uses and critiques of the con-
cept in the context of technovisionary sci-
ences, see, for example, Joly/Kauffmann 
(2008); Rogers-Hayden (2007).  
12 Since constructive TA focuses on emerg-
ing technoscientific fields, it is of particular 
interest (see, for example, Rip 2008).  
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theoretical assumptions and stances of 
STS: the ideas of the social shaping of 
science and technology and the cri-
tique of determinism are part and par-
cel of the concept of societal relevance 
of technovisionary fields. In these dis-
courses, the various actors play new 
roles in a new assessment regime of 
technoscience under conditions of very 
high contingency and interpretative 
openness.  

Arguably, the loosely defined and high-
ly visionary fields are co-construed by 
activities and research on ELSA to an 
extent not previously seen in other 
technoscientific fields. The very pro-
cess also raises questions about the 
inclusion and exclusion of these vari-
ous actors in the governance delibera-
tions and about the shared under-
standing of what constitutes the 
emerging technovisionary sciences, 
e.g. the ambiguities and lacunae in-
volved. 

This is one of the points of departure 
for this special issue: to what extent 
can the ambiguities associated with 
the content of technovisionary scienc-
es form a productive foundation for 
scholarly and policy analysis? The use 
of vague, ambiguous or umbrella 
terms (Swierstra/Rip 2007; Rip/Voß 
2009) when naming the fields in ques-
tion is a notable feature of the current 
technoscientific landscape. As Rip/Voß 
(2009; also this volume) argue, such 
umbrella terms serve to “blackbox a 
variety of activities”, only making spe-
cific (and sometimes conflicting) de-
scriptions of technoscience available 
to researchers, policy makers and the 
public alike. It has also been observed 
that these terms acquire specific 
meanings for the purposes in question 
when it comes to accounting for scien-
tific practices on various occasions 
(Simakova 2011, 2012). The vagueness 
of meanings, however, has to date only 
rarely become a productive topic of 
enquiry, analyses of laboratory ac-
counts (e.g. of nanotechnology) being 
one major exception (see, for example, 
Wienroth 2009; Simakova 2012).  

In the policy context, attempts have 
been made to promote a shift in policy 
conversations from consensus-seeking 
deliberations towards debates in which 
it is recognised that actor strategies 
serve particular interests and deploy 
sets of recurring tropes and argumen-
tative patterns (Swierstra/Rip 2007). 
The new assessment regime of techno-
science reflects upon the diverse (and 
often competing) strategies pursued by 
different actors as a basis for policy 
making (Felt/Wynne 2007; Kaiser et al. 
2009). Participants in pertinent activi-
ties are faced with significant changes 
to traditional constellations. Defining 
and describing a new technovisionary 
field often proves problematic and ne-
cessitates thorough reflection on one’s 
own positions in the discourse. This 
relates, for example, to the way profes-
sionals perceive themselves in the new 
collective governance experiments and 
to the positions they adopt with regard 
to competing expectations.13 As Nord-
mann argues in his analysis of transat-
lantic identity politics revolving around 
converging technologies, the outcome 
of such interactions can increasingly 
be framed in terms of changing the 
rules of the game and advancing and 
testing new options in the co-shaping 
of science and technology (Nordmann 
2009). Does the highly visionary char-
acter of these fields undermine or even 
subvert traditional roles in and rules of 
discourse on science and technology? 
Or, on the contrary, does it reinforce 
roles and rules that were believed to 
have been overcome long ago? In the 
words of Jasanoff (2003; cf. Nordmann 
2009): will the new technovisionary 
sciences give birth to technologies of 
“humility” or to technologies of “hu-
bris”?  

Building upon Irwin’s (2006) sugges-
tion that new modes of scientific gov-
ernance are a legitimate object of 
study in themselves, we suggest that 

                                                        

13 This is a common thread which runs 
through all parts of the final report of the 
CONTECS project (Andler et al. 2008).  
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studies of technovisionary sciences 
need to take into account the situated 
nature of claims about the object of 
governance. In other words, we would 
like to draw analytic attention to the 
uncertainties (associated with both the 
content and the accountability rela-
tions in which decision-makers oper-
ate) that arise as new fields of scien-
tific research and emerging technolo-
gies proliferate into policy domains 
and find their way onto the lists of pri-
orities in terms of attracting attention, 
interests and resources to themselves. 
At some point, the new initiatives be-
come what Webster (2007b) called 
“policy-object” (genetic medicine in his 
case): “an object which is instantiated 
at various levels of practice, discourse 
and governance” (Webster 2007b). The 
politics of the new technovisionary 
sciences are arguably characterised 
not only by a dense flow of visions and 
expectations exchanged between par-
ticipants on different levels. The 
above-mentioned particular fluidity 
and malleability of the terms employed 
as interpretively flexible, empty or 
floating signifiers (e.g. Simakova 2012; 
Wullweber 2008) contributes to the at-
tribution of significance to these fields 
and to the articulation of the need to 
mobilise political means.  

The specific example that initially 
helped us to further elaborate on new 
approaches to science and technology 
policy is the concept of ‘converging 
technologies’ (CT). CT refers to the 
conjunction of two or more technolo-
gies or fields of research and most fre-
quently to processes of convergence in 
nano-, bio-, information and commu-
nication technologies, as well as in 
cognitive and neuro-technologies (the 
so-called ‘NBIC’ technologies). The CT 
discourse was initiated in the United 
States and for many years was strongly 
influenced by science managers and 
policy-makers, with inputs from the 
academic community and from civil 
society actors (Coenen 2009). It often 
symbolises a new phase in the concep-
tualisation of present or imagination of 

future relations and mergers between 
technoscience, society and human-
kind, e.g. under the guise of trans- and 
posthumanism (cf. Grunwald 2007). In 
this context, CT have been said to rep-
resent challenges for the social scienc-
es and humanities, thus stimulating 
various research policy initiatives 
aimed at assessing the new fields.  

In the above-mentioned CONTECS 
project14, some contributors, including 
ourselves, advanced a post-essentialist 
take (Grint/Woolgar 1998) on the di-
versity and vagueness of claims about 
CT (Woolgar et al. 2008). This served 
as a starting point for an analysis of 
the dynamics of CT discourse. We ar-
gued that definitions of convergence 
are best seen as constructs articulated 
for the purposes under discussion and 
for performing expertise in converging 
technologies, in a widely varied man-
ner. This, in turn, may influence the 
ways in which these emerging dis-
courses proliferate into science and 
technology research and policy con-
texts. Technovisionary sciences are as-
sociated with the emergence of a 
broad set of cultural entities performed 
in the discourse and practices of the 
emerging fields. Some of these become 
iconic symbols of a new field, such as 
the IBM logo in nanotechnology. Oth-
ers, such as ‘transhumans’, ‘posthu-
mans’ and ‘artificial intelligence’, be-
come notable ideological entities pop-
ulating the techno-social imaginary of 
the new field.15 As argued by Woolgar 
et al. (2008), “the outcome (effects, 
impacts, consequences) of the various 

                                                        

14 Another example of a notable CT project 
in which STS practitioners have been in-
volved is KNOWLEDGE NBIC (http://www. 
converging-technologies.org/project.html).  
15 Interestingly, large parts of this techno-
social imaginary date back to the prehisto-
ry and early history of discourse on sci-
ence, technology and society in the 1920s 
(cf. for example Woolgar et al. 2008) and 
have in more recent times been revived and 
further developed by ‘transhumanist’ au-
thors who are now increasingly active in 
ELSA research (cf. Coenen 2009).  
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moves, claims and performances of CT 
will depend on the extent to which its 
ontological politics make available 
subject positions which are adopted 
and enacted”.  

As calls are made for qualitatively new 
advice on science and technology is-
sues, there is also a perceptible need 
to articulate STS roles in the policy 
conversations. While such calls are of-
ten “articulated in a language that may 
still be foreign to many inside STS” 
(Nowotny 2007: 487), they arguably 
provide “opportunities for (re-
)constructive STS work within policy 
domains” (Webster 2007a: 472). The 
new roles for STS have been increas-
ingly analysed by practitioners in the 
field, drawing attention to the diversity 
of modes of policy intervention 
(Gisler/Schicktanz 2009; Wynne 2007; 
Webster 2007a, 2007b; Nowotny 2007; 
Sarewitz/Guston 2002). In any case, 
these academic writings become a re-
flexive element that is “incorporated 
into the social settings” (Lynch 2000: 
26f.).  

If policy can be seen as an instantia-
tion of efforts to embody particular 
programmes of intended actions into 
technologies (Sorensen 2004) what 
policy implications does this have for 
the contentious developments of these 
technosciences in the making?16 
Speaking about policy as an element of 
the cultural politics of technology, 
Sorensen stresses “the contingencies 
related to ways that politics may or 
may not be attached to particular 
technologies” (2004: 189). The contin-
gencies arise and need to be resolved 
within the micropolitics of interactions 
that are embedded in broader societal 
and policy communicative settings. 

                                                        

16 Such efforts may involve, for example, 
inscribing the notions of “unethical” into 
particular technologies; prioritising the 
kind of technological developments that 
should be assessed by think tanks and ex-
pert committees; or assessing a technolo-
gy’s potential to provoke public controver-
sies (and ways of handling the controver-
sies). 

This relates to the culturally situated 
nature of practical knowledge about 
how to perform consultations and 
achieve satisfactory policy advice (e.g. 
Hilgartner 2000).17 Such practices con-
strue specific versions of the technolo-
gies in question, for example by select-
ing relevant experts as participants. 
Knowing “how to” define certain tech-
nologies as relevant is an important 
element of expertise in the new as-
sessment regime. After producing the 
material artefacts (e.g. project reports 
and other “deliverables”) that embody 
the emergence and political maturing 
of a field in question18, the involved 
STS, TA, ethics and foresight experts 
rapidly move on to the next technosci-
entific field, acting as generalists.19 

6  Assessing visions 

The new techno-visionary sciences are 
construed in a way that makes it very 
difficult to disentangle (Nordmann 
2007) their individual elements which 
are taken, inter alia, from science, 
popular culture, the history of utopian-
ism, research policy programmes and 
science fiction. Working with “low da-
ta” (Weldes 2006) – taken, for example, 
from literary dystopias or technovi-
sionary films – acquires a greater rele-
vance in the (policy) analysis of dis-

                                                        

17 Apart from work in STS, the consultancy 
work was usefully conceptualised in critical 
consulting studies in terms of managerial 
fads and fashions (cf. Clark/Fincham 2002).  
18 Such exercises purport to assemble a 
version of the future in the form of reports, 
recommendations and agendas that are 
“constituted through an unstable field of 
language, practice and materiality in which 
various  disciplines, capacities and actors 
compete for the right to represent near and 
far term development” (Brown et al. 2000: 
5). Practically speaking, the production of 
deliverables may be described as an objec-
tive in itself. 
19 They may, however, not hope in vain to 
be able to draw lessons from similarities 
between the discourses on different vision-
ary technosciences (cf. e.g. Coenen/Link/ 
Hennen 2009; Molyneux-Hodgson/Meyer 
2009; Torgersen 2009). 
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course on science and technology than 
was previously the case. 

Since promoting new techno-visionary 
sciences often involves re-labelling 
certain areas of established fields of 
science and technology, interpreters 
have to ensure that their views of the 
interpretandum and their selection of 
stakeholders are not overly narrow: if 
they accept as relevant only those who 
are already using terms such as ‘nano-
technology’ or ‘synthetic biology’, they 
run the risk of becoming mere assis-
tants to those who can be defined as 
the ‘promoters’ of these fields. Such 
‘assistance’ with re-shaping existing 
and creating new, politically defined 
‘fields’ of research and development 
may contribute to others being left be-
hind, such as those who cannot or do 
not want to ‘jump on the bandwagon’. 
From an STS perspective, distinguish-
ing in this way between promoters and 
non-promoters might smack of a nor-
matively motivated construction, by 
means of which the bad guys (promot-
ers) appear to be doing (dubious) 
business and the good guys appear as 
honest brokers, striving for a better 
policy. TA, on the other hand, having 
worked close to the “corridors of pow-
er” for decades, often with a mandate 
to remain “impartial” and “neutral” in 
a milieu dominated by lobbyism, has 
become highly sensitive to attempts by 
others to exploit its work results for 
their own ends.  

However, in choosing highly interpre-
tive or ‘hermeneutic’ approaches such 
as vision assessment (Grunwald 2012a, 
2012b), which also deal with interpre-
tations of fantastical images of the fu-
ture and their political use and cultural 
roots, TA is leaving familiar terrain 
without being able to cut the elusive 
interpretandum in question – be it 
nano, synbio, CT or human enhance-
ment – down to the size of a tradition-
al, well-defined interpretandum of TA. 
STS approaches that focus on what is 
going on in the labs will likewise be 
able to produce ‘only’ descriptions of 
situated practices of the interpre-

tandum, feeding back into a ‘bigger 
picture’ of technoscience descriptions. 

Some critics of vision assessment 
(Schaper-Rinkel 2006) have argued 
that assessing promises and visions by 
subjugating them to certain proce-
dures in an attempt to tame their pow-
er and reduce them to the current form 
of technology-political rationality con-
stitutes a refinement of instruments 
near the ‘corridors of power’. Surpris-
ingly, Grunwald (at least originally) 
used a rather instrumentalist language 
– vision assessment comprises, for ex-
ample, not only “vision analysis” but 
also “vision management” – a lan-
guage that is reminiscent of a techno-
cratic past. His use of this kind of lan-
guage, however, may be interpreted as 
having a subversive element. By argu-
ing for close scrutiny of who uses vi-
sions strategically or tactically when 
and for which purpose, Grunwald de-
fines it as post-classical TA’s job to be 
aware of the interrelations between 
(sub)cultural politics and policy agen-
das. Besides cui bono considerations 
concerning the current obsession with 
highly unlikely futures (such as certain 
transhumanist ones), this approach to 
the politics of emerging technoscienc-
es enables some form of criticism: it 
allows an analysis that can show that 
the visions in question are not the 
product of “innocent” subcultures but 
of a milieu that is close to political, 
economic and military power (for evi-
dence of this, see, for example, Coenen 
et al. 2009a) and aspires to lend scien-
tific and policy insignia to a set of be-
liefs which itself is technocratic at its 
core. By fighting fire with fire, the pro-
claimed inevitability of the transhu-
manist and similar futures is ques-
tioned with reference to the “authori-
ty” of the “scientific method” and to 
the ideal of a democratic shaping of 
science and technology – “thinking in 
alternatives” thus remains possible.  

Being one important way to construe 
the (ir)rationalities of the fields in 
question, visions pose a policy chal-
lenge because they introduce the 
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threatening image of unregulated sci-
ence, entailing the promise both of 
control and (at the same time) ambigu-
ities, and at times including references 
to the dark side of emerging technolo-
gies. As Hilgartner (2007: 154) ob-
served, political legitimacy hinges on 
the assumption that policy has certain 
tools at its disposal to prevent – 
through analysis – technological de-
velopments from going wrong. Grun-
wald (2009a) argues that one should 
continuously strive to improve TA rep-
ertoires on the path towards “better” 
TA (even if older and newer methods 
and tools may eventually coexist). This 
raises questions about the role of in-
terpretation in TA, however. In meth-
odological terms, interpretation is thus 
supposed to become a policy analysis 
‘tool’ (Grunwald 2009a: 1138), yet does 
the rhetoric of tools really help us to 
interrogate the role of interpretation in 
and for policy? As Berg (1997) argued 
some time ago, formalising a domain 
(e.g. medical practice, or in our case 
research policy) apparently entails 
aligning and disciplining both the do-
main and the tools themselves. As 
such, systems and tools are constantly 
being negotiated between each other 
rather than being a simple combina-
tion of tool and practice understood as 
monolithic entities.  

In other words, the ‘tools’ of analysis 
need to be replaced by distributed 
practices, with power also being dis-
tributed within a socio-technical hy-
brid rather than placed in the hands of 
the individual tool-holder. If vision as-
sessment is not to be seen as a tool 
but as something that is based on dis-
tributed practices20, what consequenc-

                                                        

20 Grunwald’s post-2000 conception of ‘vi-
sion assessment’ was first presented at a 
workshop that dealt with TA and foresight 
methods. The language of tools might be 
explained to a certain extent by this context 
and the wish to introduce a new way of an-
alysing emerging technosciences in a tradi-
tional setting. Grunwald’s own works, as 
well as studies inspired by his concept of 
vision assessment, indeed often emphasise 
that the societal process of producing and 

es does this have for TA and for our 
discussion of the role of vision as-
sessment and interpretation in the po-
litical shaping of technosciences?  

As an element of TA, vision assessment 
can be deemed a particularly suitable 
means of interpretive analysis when 
one has to deal with pre-policy and 
early policy stages of emerging tech-
nosciences. Recently, Grunwald argued 
in this context for a ‘hermeneutic’ 
technology assessment (Grunwald 
2012b); as a consequence of one of its 
moves away from a technocratic past, 
the mainstream of TA has long since 
emphasised that TA should never be 
technology-driven, but should instead 
be oriented towards problems (see, for 
example, Decker/Fleischer 2010), 
above all social ones.21  

                                                                   

dealing with visions of the future is based 
on distributed practices. 
21 An extreme case of a new visionary tech-
noscience are the sciences and technol-
ogies that are now often grouped together 
as means of “improving human perfor-
mance” (as in discourse on converging 
technologies), or as means of a more gen-
eral “human enhancement” that includes 
visions of a massive modification or even 
replacement of the human body (as also in 
discourse on converging technologies and 
on “human enhancement technologies”). 
This imagery suggests that the debate is 
not technology-driven – even if this is pos-
ited by many of its proponents and critics – 
but that visions of transhumanist or 
posthumanist futures are projected onto 
technologies that do not yet exist or are 
only in their infancy. Are then the debates 
on human enhancement problem-driven? If 
so, the problem is construed in terms of 
human corporeality: the human body is 
portrayed as deficient, and this is presented 
as the problem. Acknowledging the lack of 
existing technologies to start with, TA 
would then resort to vision analysis as a 
guide to performing vision assessment 
studies on this topic and to integrating for 
this purpose such fields of research as an-
thropology (including philosophical an-
thropology), utopian studies, science fic-
tion studies, gender studies, disability stud-
ies and many more. In many cases TA 
would then resemble the commentary-style 
STS, inasmuch as its analyses arise from a 
position that is somewhat detached from 
politics. Such analyses deal intensively with 
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However, vision assessment might also 
be understood more broadly as a so-
cially distributed practice by means of 
which societies deal with the future. 
Such an interpretation of vision as-
sessment also encounters specific 
challenges. TA and STS could provide 
society with the means for discourse 
(such as anthropological and historical 
insights, analyses of the emerging 
politics and policies, and others). 
While addressing the public may mean 
that the “professional” interpreters 
contribute to stabilising the discourse 
in question, the hope is that society’s 
own, often forgotten potential to deal 
with such issues can be mobilised 
through the specific expertise of social 
and policy sciences and the humani-
ties. STS and TA would then serve so-
cietal vision assessment purposes, not 
by claiming to be the honest brokers in 
policy making (or in its preparation), 
but by providing the means to consider 
alternatives – past, current and future 
ones. A hidden technocracy might re-
main, however: in a kind of hubris, in-
terpretive approaches might be seen as 
means of enlightening a society that is 
“ignorant” of its own history and cul-
tural plurality, and policy analysis 
might become an instrument that “re-
veals” what is going on “behind the 
scenes” of emerging technosciences 
with their visionary rhetoric. 

7  The contributions to this 
issue 

Vision assessment appears to be an 
apt deliberative space in which to raise 
and debate questions about the emer-
gence of visionary narratives and the 
marginalisation of alternatives when it 
comes to assessing the societal prom-
ise of science and technology. As we 
argued elsewhere (Simakova/Coenen 
2013), however, such deliberations are 
                                                                   

identity politics; however, there is no de-
clared goal to include itself, or individual 
analysts, in such identity politics beyond 
discursive intervention in the form of pub-
lishing the results of such studies. 

best informed by what we termed an 
‘empirical response’ that pays close 
attention to the everyday practices in 
both science and policy as well as in 
society at large.22 By opening a debate 
on the politics and the political in the 
emerging technovisionary fields, how-
ever, we are certainly not assuming 
that a single driving force behind the 
dominance/marginalisation dynamics 
can be found, for example, in the pow-
er of labels or ‘umbrella terms’ to mo-
bilise support.23  

As all contributions to this special is-
sue illustrate, attention must be paid 
to the interactions between and strate-
gic use of various narratives about a 
technovisionary field. When we talk 
about getting a technology story right 
or choosing one for policy analysis 
purposes, are we aware of the alterna-
tive stories? Who is in a position to say 
which is the most current, relevant or 
far-reaching vision? Or is it more a 
question of moving between the sites 
(scientific labs, policy rooms, TA exer-
cises) where such visions are produced 
and interpreted, and indeed sometimes 
rejected?  

This special issue was initiated by our 
desire to bring together analyses of 

                                                        

22 Cf. a recent presentation by (Fleischer 
2012) calling for more attention to practic-
es of TA surprisingly understood as… la-
boratory! 
23 When attempts are made to explain how 
some representations become more per-
suasive than others, the essentialism asso-
ciated with the natural properties of real 
objects is sometimes replaced by the deter-
minism of social and political interests, or 
by textual determinism such as the ‘prag-
matic values’ and ‘rhetorical strategies’ of 
the text. Questioning the merits of such a 
move, Woolgar/Cooper (1999) compare the 
form of Winner’s Moses’s Bridges story to 
an urban legend. The authors offer self-
criticism by saying: ‘although the focus 
(substance), the particular aspect of mo-
dernity at the centre of the story, might 
change, the form (structure) of the tale re-
mains more constant’ (p. 441), thus retro-
spectively rendering the narrative form re-
sponsible for the story’s success and cur-
rency. 
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such processes, showing sensitivity to 
the circumstances and interactions in 
which policy decisions are produced 
and governance is performed. Its over-
arching goal is to examine the poten-
tial for “thinking in alternatives” on 
the basis of the first-hand experiences 
and reflections of researchers partici-
pating in on-going conversations that 
shape technology assessment and pol-
icy practices. We explicitly asked the 
authors to explore the extent to which 
interactions at the STS policy interface 
provide “opportunities for (re-) con-
structive STS work within policy do-
mains” and how possible challenges 
and tensions are dealt with (cf. Web-
ster 2007a). In the following, we aim to 
outline the main arguments of the pa-
pers and explain how they address the 
governance of technovisionary scienc-
es. 

Armin Grunwald describes on-going 
changes in the governance of science 
and technology and emphasises the 
central role that TA plays in proposing 
and implementing concepts for policy 
advice concerning technovisionary sci-
ences, such as vision assessment. 
While such new approaches urge us to 
acknowledge the ambivalence of tech-
no-visionary futures, the paper argues 
that such understanding also entails 
blurring the boundaries between polit-
ical institutions, TA and citizens, and 
necessitates new forms not only of 
participation but also of policy advice. 
Grunwald evaluates the existing modes 
of STS TA interactions – understood as 
a mutual exchange of TA experience in 
engagement and STS experience in ob-
servation – and argues for even more 
practical cooperation between STS and 
TA, in terms not only of deconstruc-
tion, but also of reconstruction. 

Arie Rip and Jan-Peter Voß present an 
approach to analysing technovisionary 
sciences that focuses on the use of 
umbrella terms in policy and govern-
ance discourse. Their two examples 
are ‘nanotechnology’ and ‘sustainabil-
ity research’. The institutionalisation of 
research areas gives rise to considera-

ble wrangling over these umbrella 
terms in the politics of inclusion and 
exclusion involving resource distribu-
tion. Shifting attention from the policy 
of science and technology to its gov-
ernance, Rip/Voß consider the role that 
might be played by STS scholars en-
gaged in de facto governance, a role 
that would be based on opening up the 
black box of technoscience. 

Kathleen Vogel poses questions perti-
nent to assessments of technology in 
the world of intelligence. Her case 
study of the U.S. intelligence commu-
nity’s scientific advisory body, the Bio-
logical Sciences Experts Group (BSEG), 
highlights the need to reconsider the 
conditions of assessment in an envi-
ronment characterised by secrecy and 
a dominance of technical interpreta-
tions of technology. Vogel presents her 
personal experience of beginning to 
ask questions about the potential to 
overcome the disconnectedness be-
tween academia and intelligence with 
a view to enabling a flow of ideas in-
volving constructivist understandings 
of science and technology. This, Vogel 
argues, will not only facilitate a more 
widespread acknowledgement of the 
historical contingency of assessing 
biological threats; it will also address 
the challenges posed by new forms of 
collaboration between STS scholars 
and intelligence analysts aimed at ex-
amining and revealing how bioweap-
ons assessments are conducted and at 
finding new ways of collecting and an-
alysing data for such assessments, 
and, in turn, at mitigating errors. 

Commentary papers by Alfred Nord-
mann and Richard Owen focus on the 
visionary character of various current 
science and technology policies and 
offer distinct insights into possible al-
ternatives to visions-based governance 
of science and technology in which 
STS scholars participate. Nordmann 
discusses ‘visioneering’ as a form of 
expert or stakeholder activity which 
claims to produce causal links between 
current states of science and technolo-
gy and a certain future. He argues that 



Coenen/Simakova: Introduction  

 

 

17 

past debates on technovisionary sci-
ences, and critical comments in these 
debates in particular, are a resource 
for democratic deliberation that can-
not proceed freely under assumptions 
of technological inevitability. Advocat-
ing the importance of freedom of 
speech, Owen discusses the changing 
landscape of social norms and values 
that require mechanisms of respon-
siveness to be introduced in govern-
ance processes. Apparently, vagueness 
and the technocratic orientation of 
technovisionary narratives are not 
helpful when attempts are undertaken 
to address major societal challenges. 

As guest editors, we hope that this 
special issue will contribute to the al-
ready burgeoning discussions about 
alternative approaches to the govern-
ance of technovisionary sciences. In 
our case, focusing on the creation and 
interpretation of visions at different 
levels of STS TA policy interactions has 
enabled us and the contributors to this 
special issue to raise and begin to an-
swer questions about how it can be 
helpful to open up the black boxes of 
technoscience in order to achieve the 
deconstruction and reconstruction of 
values, thereby setting another exam-
ple of responsiveness and societal dis-
course as essential elements of the 
governance of technovisionary scienc-
es. 
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