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Abstract

The present paper aims to provide a state-of-the-art overview of research on artifi-
cial companions from a social psychology perspective. More specifically, it follows
two objectives:  First,  it  outlines a theoretical  framework of sociability  in which
concepts and theories from social psychology are organized in a three-level model.
The concepts and theories introduced are discussed with regard to their applicabil-
ity to artificial companions on the basis of two companion examples from Science
Fiction (K.I.T.T. and Data). In a résumé, the paper summarizes which concepts and
theories are mandatory, useful, or marginally useful for the development of artifi-
cial  companions,  and  which  concepts  are  limited  in  their  explanatory  power.
Second, the paper provides an overview on current artificial companion research
and outlines corresponding methodological challenges. Various subjective and ob-
jective measures are introduced. The need for a multi-method approach and long-
term studies is discussed.
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1 Introduction

K.I.T.T.: Michael, why do you need to so-
cialize  with  so  many  women?
Wouldn’t one be sufficient? 

Michael: K.I.T.T.,  you’re  beginning  to
sound  like  my  mother,  here.  I
mean, what’s wrong with a little
companionship?

K.I.T.T.: Eh? 
Michael: You can understand that. 
K.I.T.T.: No,  Michael,  I  cannot.  When

you’re  one-of-a-kind,  compan-
ionship does not compute.

With the  development  of  companion
systems,  research  on  virtual  agents
and robots gains increasing attention
in  the  media  and  is  brought  to  the
public’s focus. Indeed, social science
research  and  public  discussion  on
current  developments  is  necessary
since  the  implications  can  be  dis-
cussed  controversially.  Do  people
want  to  share  their  bed  and  board
with an artificial  companion? In Sci-
ence Fiction, companion technologies
are  part  of  the  protagonists’  daily
lives.  Michael  Knight,  for  instance,
has been teamed up with the robotic
car K.I.T.T. and Commander Data is a
well-respected member of the crew of
the USS Enterprise. Our expectations
on companion systems are greatly in-
fluenced  by  literature  and  movies
starring  full  computerized  environ-
ments  like  artificially  intelligent
houses  or  different  kinds  of  mobile
robots such as K.I.T.T. or Data. In the
course of this paper these Sci-Fi com-
panions will  be used to exemplify a)
the  roles  these  systems  take  on,  b)
how they live and work together with
humans, and c) problems this shared
life  entails.  On that  account  we will
shortly recap the design and features
of the examples K.I.T.T. and Data. 

In the TV series Knight Rider Michael
Knight is teamed up with a supercom-
puter integrated in a Trans-Am sports
car, the  Knight Industries Two Thou-
sand (K.I.T.T.).  The  Knight  2000  mi-
croprocessor  as  the  core  piece  of
K.I.T.T. includes the self-aware cyber-
netic  logic  module.  Besides  auto
cruise, audio/video entertainment and
surveillance capabilities, it features a

computer voice with which K.I.T.T. is
able to communicate via natural lan-
guage.  K.I.T.T.  can  collaborate,  but
also  decide  and  act  autonomously.
His  artificial  intelligence  is  so  ad-
vanced  that  he  developed  a  kind  of
personality  which  can  be  character-
ized  as  benevolent  and compassion-
ate,  but also sensitive and easily of-
fended.  In  the  course  of  the  series,
K.I.T.T.  gradually  forms relationships
with  Michael  Knight  and  the  other
crew  members.  K.I.T.T.  is  pro-
grammed to protect  human life,  and
thus he does not utilize lethal force.
He uses a medical scanner to monitor
vital signs of individuals and is able to
identify  whether  people  are  injured,
poisoned, undergoing stress or other
emotional  states  (see  http://knightri-
deronline.com  and  http://en.wikipe-
dia.org/wiki/K.I.T.T.).

Lieutenant Commander Data - a fully
functional  android  robot  with  a
positronic brain - is the second officer
of the starship USS Enterprise on the
TV series Star Trek: The Next Genera-
tion.  Data  can  be  dis-  and  reas-
sembled, does not need any life sup-
port to function (also under water, in
different atmospheres or even in va-
cuum)  and  is  immune  to  biological
diseases. However, he can be affected
by  computer  viruses,  chip  malfunc-
tions and he can simply be switched
off using a switch on his back. Data
can  be  described  as  an  emotionally
handicapped robotic superhuman: On
the one hand he looks stunningly hu-
man, is physically the strongest mem-
ber of the crew, processes and calcu-
lates information as rapidly as a su-
percomputer.  On the other  hand,  he
cannot feel, is inured to sensory tact-
ile feelings such as pain or pleasure
and  is  unable  to  grasp  basic  emo-
tions,  imagination,  and  humour.
Therefore,  Data  has  on-going  diffi-
culties with understanding various as-
pects of human behaviour, but shows
an aspiration to find his own human-
ity.  Although  Data  is  of  mechanical
nature,  he  is  treated  as  an  equal
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member of the crew of the Enterprise
(see  also  www.startrek.com;  http://
en.wikipedia.org/wiki/Commander_
Data). 

Despite  the  advanced  robots  in  Sci-
ence Fiction, the research realm of ar-
tificial  companions  is  still  in  its  in-
fancy.  Researchers  across,  but  also
within, disciplines do not necessarily
agree on what exactly renders a tech-
nology  an  artificial  companion  (cf.
Böhle & Bopp, this issue). Moreover,
it is still hard to find meaningful fields
of application for companion techno-
logies which will be accepted by com-
mon  users.  Compared  to  the  Sci-Fi
examples of  K.I.T.T.  or Data,  current
companion  technology  is  in  its
fledgling stages and far behind users’
media-induced  expectations  on  the
abilities  of  companion  technology.
Some application fields, however, are
useful for users and are also adequate
test-beds to address a variety of dif-
ferent  research  questions.  One  of
them is the health care sector where
companions, e.g., serve as supervisor
for physical activity for elderly people
or post-stroke patients (von der Püt-
ten et al. 2011b; Matarić et al. 2007),
assist elderly or disabled people with
everyday  tasks  at  home  (Kheng  Lee
Koay et al. 2009) or at work (Hütten-
rauch et al. 2004), or support children
with cognitive and physical  disabilit-
ies (Robins et al. 2012). Other applica-
tion fields also focus on target groups
with special needs like elderly people
who  struggle  with  technology  and
could benefit from a more natural in-
teraction  with  an  embodied  agent
(Yaghoubzadeh 2011).  

While the two exemplary Sci-Fi com-
panions  are  perfectly  designed  sys-
tems users are happy to deal with, in
reality  researchers  and  developers
face  the  frequently  occurring  phe-
nomenon that people are initially in-
terested in interacting with an artifi-
cial  entity;  but  are,  however,  quickly
bored  or  annoyed  with  it,  refuse  to
use  it  again  and even  show aggres-
sion towards the system (de Angeli et

al.  2006;  Walker  et  al.  2002).  Never-
theless,  embodied  agents  and  other
artificial  entities  were  demonstrated
to have positive emotional,  cognitive
and  motivational  effects.  Diverse
studies  showed  embodied  agents  to
increase students’ motivation to learn
with tutoring programs (e.g.,  Krämer
2010; Lester et al. 2000; Eimler et al.
2010) and to improve students’ learn-
ing  performance  (e.g.,  Baylor  &  Kim
2008;  Eimler  et  al.  2010).  Moreover,
Krämer  et  al.  (2003)  demonstrated
that participants were more forgiving
and  less  negatively  affected  when  a
system  failure  was  presented  by  an
embodied TV-VCR agent compared to
a  text-based  interface.  These  ex-
amples  show  the  great  potential  of
companion technologies such as vir-
tual agents or robots to be beneficial
in diverse tasks and for various target
audiences. Thus, the central challenge
is  to  further  refine the  sociability  of
artefacts that is considered to facilit-
ate  human-robot/agent  interaction
(HRI/HAI; Krämer et al. 2011). 

Although it is difficult to draw conclu-
sions regarding  users’  acceptance  of
future  scenarios,  we  are  able  to  ad-
dress  the  question:  What  exactly
makes  a  companion  social?  All  sys-
tems  presented  allow examining  as-
pects of sociability separately. In the
first part of this paper, we will thus in-
troduce a theoretical  framework dis-
cussing  several  levels  of  sociability
(see also Krämer et  al.  2011).  Based
on the companion examples from Sci-
Fi  and  state-of-the-art  research  we
will  critically  reflect  whether  hu-
man-companion  interaction  has  to
build upon basic principles of human-
human interaction or whether altern-
ative  approaches  have  to  be  con-
sidered. 

A  second major  challenge in  the  re-
search realm of artificial companions
is to choose and use adequate meth-
ods to study human-companion rela-
tionships.  Therefore,  we  will  discuss
the  necessity  for  methodological  in-
terdisciplinarity,  multi-method  ap-
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proaches  and long-term (field)  stud-
ies.  Conducting  field  studies  is  diffi-
cult, because companion technologies
are often not market-ready, the tech-
nical  components  are  expensive  or
the system is error-prone and needs
constant supervision. Moreover, ana-
lysing field data, especially from long-
term studies, is highly time consum-
ing  and  costly.  Thus  another  major
challenge for this research domain is
to choose and use adequate methods
to study human-companion relation-
ships. In the second part of this paper,
we will therefore provide an overview
on  methods  used  for  artificial  com-
panion research and discuss their ad-
vantages, drawbacks and their feasib-
ility  on  the  basis  of  state-of-the-art
research examples. 

In sum, this paper will give an over-
view on existing research on compan-
ions in HCI and HRI, discuss the ap-
plicability of the underlying theoretic-
al  assumptions  on  the  sociability  of
artefacts and provide an overview and
discussion of methods used for artifi-
cial companion research.

2 Sociability of artificial entities –
a three level model

Unanimously  researchers  agree  that
artificial entities which step in inter-
action with humans have to be soci-
able to facilitate human-artefact inter-
action  (e.g.,  Breazeal  2002;  Ishiguro
2006;  Krämer  et  al.  2011).  However,
there is no consensus on what soci-
ability  means  in  terms  of  artificial
artefacts and whether respective rules
of  sociability  should  be  originated
from  human-human  interaction.  Ad-
dressing  this  debate  from  a  social
psychological  point  of  view,  Krämer,
Eimler,  von  der  Pütten  and  Payr
(2011) introduced a theoretical frame-
work discussing several levels of soci-
ability  in  human-human  interaction,
their  applicability  for  HRI  and  how
useful they are as a starting point for
a theoretical conceptualization of hu-
man-artefact interaction and relation-

ships.  In  the  following  we  will  a)
briefly present the concepts within the
defined three levels of sociability, and
b) discuss the concepts on the basis
of  state-of-the-art  research  and  two
companion examples from Sci-Fi. 

2.1 Three levels of sociability

Krämer et al. (2011) identify aspects of
sociability  which  are  organized  and
summarized  in  three  different  levels
(see Table 1). In the present paper all
three levels will  be discussed on the
basis  of  exemplary  concepts  within
the  respective  level.  For  the  discus-
sion  of  all  relevant  concepts  see
Krämer et al. (2011).

On  a  micro-level,  prerequisites  for
communication  are  addressed  by
demonstrating in which way Theory of
Mind, perspective taking, and similar
abilities enable social interaction. The
meso-level  contains  concepts  and
theories from social psychology which
describe the human need for relation-
ships,  what is needed to initially es-
tablish a relationship (e.g. reciprocity,
attractiveness),  and  how  it  can  be
shaped and which factors affect their
quality.  On the macro-level,  different
roles are identified and discussed with
regard to their helpfulness when try-
ing to shape human-artefact interac-
tion. Beyond addressing actual inter-
action and communication, the nature
of the relationship and the role of the
companion  is  discussed:  should  the
relationship  to  the  companion  re-
semble an intimate long-term human-
human relationship (e.g., family mem-
ber,  close  friend),  a  non-intimate
long-term human-human relationship
(e.g.,  neighbour,  mailman)  or  be
rather based on human-pet relation-
ships.

2.2 Micro-level: actual interaction & 
prerequisites for communication

According to Watzlawick, Beavin and
Jackson  (1967)  people  cannot  not
communicate.  Any  behaviour  is  a
communicative act.  Thus, in this pa-
per, when speaking of interaction, in-
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teractive acts are interpreted as com-
municative acts. The focus of the mi-
cro-level of sociability lays on the pre-
requisites for communication. In this
regard,  the  prerequisites  common
ground, Theory of Mind and perspect-
ive taking will be introduced and dis-
cussed.  Although  the  three  theories
originated from different fields of re-
search (communication science, etho-
logy,  cognitive  science),  they  are  to
some extent overlapping concepts, all
referring to the general ability of look-
ing  into  someone’s  head.  However,
they are  characterized  by  subtle  dif-
ferences  and  will  therefore  be  dis-
cussed separately. 

Common ground

K.I.T.T.: What does relax mean? 
Michael: Um. It's kinda like when I put you

in neutral. 
K.I.T.T.: Oh. How very unproductive.

Common ground has been described
as the joint basis for communication:
‘’Two people’s common ground is, in
effect, the sum of their mutual, com-
mon, or joint knowledge, beliefs, and
suppositions’’ (Clark 1992). The most
obvious  starting  point  in  terms  of
communal common ground is human
nature.  As  an  example,  Clark  (1992)
points out that if a sound is audible to
someone,  he  will  assume  that  it  is
audible  to  the  other  as  well.
Moreover,  he  explains  that  people
take  the  same  facts  of  biology  for

granted  (e.g.,  everyone  knows  the
bodily condition of being relaxed) and
that everyone assumes certain social
facts  (people  use  language,  live  in
groups,  have  names).  It  is  obvious
that artificial entities per default lack
communal  common  ground  unless
the  information  is  programmed (e.g.
information  on  word  meanings  like
“relax”).  But  providing  the  system
with  information  on  the  biological
nature  of  humans,  their  forms  and
rules of living together, does not im-
ply that the system can make sense of
this information. 

Michael: K.I.T.T. I got a bone to pick with
you. 

K.I.T.T.: According to my data on human
anatomy,  you  have  206  bones,
give  or  take  some questionable
cartilage.

A human,  even an individual  from a
different  culture,  would  presumably
be able to detect from the intonation
of the sentence and by referencing to
figurative language that Michael is not
referring to an actual bone, but to an
upcoming argument. If indeed in HHI
the  interlocutor  fails  to  understand
the  contribution,  humans  still  have
verbal and nonverbal strategies to dis-
cover and repair situations. ‘‘Contrib-
utors present signals to respondents,
and  then  contributors  and  respond-
ents work together to reach the mutu-
al  belief  that  the  signals  have  been

Levels of sociability Corresponding theories

Micro-level: 
Actual interaction, 
Prerequisites  for  commu-
nication

• Common ground

• Theory of Mind

• Perspective Taking

• Shared intentionality

Meso-level: 
Relationship building

• Need to belong

• Prerequisites: mere exposure, attractiveness, reciprocity

• Social exchange

• Dimensions of human interaction will play a role (e.g. see
dominance, intimacy)

Macro-level: 
Roles and persona

• Assignment of roles by designer versus user

Table 1: Levels of Sociability
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understood  well  enough  for  current
purposes’’  (Clark  1992).  Thus,  feed-
back is a key concept also for human-
artefact  interaction,  because  it  can
compensate for a lack of knowledge.
And  further,  learning  can  enhance
system  performance  in  a  long-term
view.

Perspective taking

[Michael talks to K.I.T.T. for the first time -
very loudly and slowly] 
K.I.T.T.: There’s  no  reason  for  increased

volume. I’m scanning your inter-
rogatives quite satisfactorily. I am
the  voice  of  Knight  Industry
2000’s  microprocessor,  K.I.T.T.
for easy reference.

The fact  that  the  failure to  take an-
other’s  perspective  into  account  can
be  the  basis  for  misunderstandings
and dispute,  stresses the importance
of  perspective  taking  in  human-hu-
man communication (see, e.g.,  Nick-
erson 1999; Rommeveit 1974). In this
respect,  a  prerequisite for  successful
communication is that the message is
tailored to the knowledge of  the re-
cipient  (Krauss  & Fussell  1991).  Ob-
serving HRI/HAI, it is often found that
users tailor their messages to the ro-
bot  or  agent  and not  the  other  way
round - a phenomenon also known as
computer-talk  (Fischer  2006).  Like
Michael  Knight,  users  speak  more
loudly,  repeat  themselves  more
slowly, or answer in a much simpler
way  than  they  would  in  human-hu-
man communication in order to com-
pensate for technical shortcomings of
the  system.  For  instance  Bell  et  al.
(2003)  demonstrated  that  speakers
adapted their  speech rate  during in-
teraction with an animated character.
They  spoke  slower  in  response to  a
‘slow computer’ and faster to a ‘fast
computer’,  respectively.  This  effect
was mediated by overall performance
of  the  system,  e.g.,  when  the  com-
puter seemed to have problems com-
prehending verbal  input,  participants
speeded  up  less  with  the  fast  com-
puter.  Using  discourse  analysis,
Shechtman et al. (2003) revealed a key
difference in participants' behaviour in

HHI  and HAI:  When participants  be-
lieved  they  were  talking  to  a  com-
puter-mediated person instead of an
artificial entity, they showed more of
the  kinds  of  behaviours  associated
with  establishing  the  interpersonal
nature of a relationship. However, the
aim of companions is not to force the
user to adapt to the system, but to al-
low  natural  interaction.  Since  per-
spective  taking  is  a  prerequisite  for
successful  communication,  also
agents and robots should be able to
tailor their messages to the user. This
is  often  not  realized  in  current  sys-
tems.  Moreover,  when  the  human
tries to compensate for the shortcom-
ings of the system by adaptation, this
is  in  most  cases  not  successful  as
even  basic  concepts  and  -more  im-
portantly- contexts are not shared.

Theory of Mind

Lt. Jenna D'Sora: Kiss me. [Data obliges]
Lt. Jenna D'Sora: What  were  you  just

thinking?
Lt. Cmdr. Data: In  that  particular  mo-

ment,  I  was reconfigur-
ing the warp field para-
meters,  analysing  the
collected  works  of
Charles  Dickens,  calcu-
lating  the  maximum
pressure  I  could  safely
apply to your lips,  con-
sidering a new food sup-
plement for Spot...

Lt. Jenna D'Sora: I'm glad  I  was  in  there
somewhere.

The  term  ‘‘Theory  of  Mind’’  was
coined  by  Premack  and  Woodruff
(1978) as they referred to the ‘‘ability
–[…]  to  explain  and  predict  the  ac-
tions, both of oneself, and of other in-
telligent agents’’ (Carruthers & Smith
1996).  Theory  of  Mind  (ToM)  is  the
ability to see other entities as inten-
tional  agents,  whose  behaviours  are
influenced by states,  beliefs,  desires,
etc. and the knowledge that other hu-
mans  wish,  feel,  know,  or  believe
something (Premack & Premack 1995;
Premack  &  Woodruff  1978;  Whiten
1991). Frith and Frith (2003) conclude
that  pragmatics  of  speech  rely  on
mentalizing and that in many real-life
cases the understanding of an utter-
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ance  cannot  be  based solely  on  the
meanings of the individual words (se-
mantics) or on the grammatical rules
by which they are connected (syntax).
Hence, humans go beyond the words
we  hear  or  read  and  hypothesize
about the speaker’s mental states. In
the  example  presented  above,  Data
fails  to  consider  not  only  the  actual
words  of  the  question  Jenna  asked,
but to take the (to humans obviously
romantic) situation and Jenna´s state
and  desires  into  account.  If  he  had
done so, he would have been able to
infer  that  she  did  not  want  to  hear
about all actual computing processes
going on in  that  particular  moment,
but some romantic answer solely re-
ferring to her and the kiss.  

With regard to companion technolo-
gies,  the  obvious  consequence  of
these considerations thus is to try to
implement  common  ground,  per-
spective taking, and Theory-of-Mind-
like  abilities,  including  the  agent’s
‘‘awareness’’  of  its own abilities and
the basic knowledge about the human
interaction partner. However, as Frith
and  Frith  (2003)  aptly  state,  mere
knowledge will not be enough to suc-
cessfully mentalize: ‘‘The bottom line
of the idea of mentalizing is that we
predict what other individuals will do
in a given situation from their desires,
their knowledge, and their beliefs, and
not  from  the  actual  state  of  the
world’’ (Frith & Frith 2003: 6). 

Nevertheless,  Theory  of  Mind  has
been considered as a fruitful concept:
“[…]  a  robot  that  can  recognize  the
goals and desires of others will allow
for systems that can more accurately
react  to  the  emotional,  attentional,
and cognitive states of  the observer,
can learn to anticipate  the reactions
of  the  observer,  and  can  modify  its
own behaviour accordingly” (Scassel-
lati 2002: 16). Recently, there are at-
tempts to implement ToM-like abilit-
ies  in  agents  (Peters  2006),  robots
(Breazeal et al. 2011), or multi-agent
systems (Klatt et al. 2011). Krämer et
al.  (2011)  presented  a  framework  to

“demystify”,  i.e.  to  reduce  the  com-
plexity of ToM abilities by distinguish-
ing them on the basis of their proper-
ties (general vs. individual and static
vs. dynamic properties) resulting in a
matrix  of  ToM-abilities  which makes
it  possible  to  analyse  them  and  to
design for them individually. 

However, there is little known on how
the implementation of  ToM in artifi-
cial entities is perceived and evaluated
by  users.  According  to  Waytz  et  al.
(2010) the human brain is predestined
to ascribe a mind to non-people un-
der certain conditions such as social
connection and similarity. Indeed, an
fMRI  experiment  by  Krach  et  al.
(Krach et al. 2008) showed increased
ToM-associated  cortical  activity  in
participants  who  completed  a  pris-
oner’s dilemma task with game part-
ners  with  increasing  degrees  of  hu-
man-likeness (computer, a functional
robot,  an  anthropomorphic  robot,  a
human partner) regardless of the ac-
tual  behaviour  of  the  game  partner
which was completely  random.  Ben-
ninghoff  et  al.  (2012)  investigated
whether  implementing  a  Theory  of
Mind  within  a  humanoid  robot  will
lead to higher acceptance of the ro-
bot. They found that subjects acknow-
ledged that a robot interacting with a
human in a video showed Theory of
Mind abilities, and rated the robot as
more sympathetic and higher on so-
cial attractiveness. Yet it did not affect
their evaluation of the robot’s ability
to fulfil a task satisfactorily. 

Although it is assumed to bear great
potential  to  facilitate  human-artefact
interaction,  research  and  develop-
ment is just at the outset of possibilit-
ies arising from the implementation of
ToM-like abilities in artificial entities.
Moreover, it can be debated whether
applying the paradigm of human com-
munication to companions is the right
approach. While it might be regarded
as advantageous that humans will not
have to adapt in any way when they
want to communicate with robots or
virtual agents, it is obviously difficult
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to implement crucial abilities for hu-
man-like  communication.  Alternat-
ively,  other  communicative
paradigms,  like  human-dog  commu-
nication have been considered to be
helpful models for human-robot/agent
interaction  (Dautenhahn  2004;
Dautenhahn & Billard 1999) and have
been implemented (Syrdal et al. 2010).
Recent  research  suggests,  however,
that  dogs  also  have  several  abilities
that are not easily described by rules
and are therefore not easy to imple-
ment.  They are able to initiate com-
municative interactions, rely on visual
human  gestures,  and  recognize
simple forms of visual (joint) attention
(Miklósi  2009).  It  has  been  argued
that  dogs  have  been adapted to  the
human  communication  system  by
natural  and  breed  selection  (To-
masello 2008). Thus, the human-dog
interaction model does not provide a
more fruitful basis compared with hu-
man-human  interaction,  but  a  dog-
shaped robot might induce lower ex-
pectations than a robot or agent with
human-like appearance.

2.3 Meso-level: relationship building

The focus of the meso-level of sociab-
ility lays on the human need for and
the establishment and maintenance of
relationships. First, we will introduce
humans’  driving  need  to  belong.
Second, we will  exemplify prerequis-
ites for the establishment of relation-
ships  identified  in  social  psychology
research (e.g.  attractiveness,  recipro-
city, propinquity) by outlining the im-
portance of attractiveness. And third,
we  will  address  the  topic  of  social
equity which describes how relation-
ships  are  negotiated  and  evaluated
and its applicability with regard to ar-
tificial companions.

Need to Belong

K.I.T.T.: I hate to be the one to break this
to you,  but  automobiles  are not
human. They have no lineage or
personality. 

Michael: I  wonder  why  I  keep  forgetting
that? 

K.I.T.T.: You have probably begun to form
a  psychological  attachment  to

me. That would be a logical hu-
man response. 

K.I.T.T.’s statement that Michael’s be-
haviour might be driven by the need
of forming a psychological attachment
indeed corresponds to human nature.
Humans have been shown to possess
a  need  to  build  relationships  which
has been termed the ‘‘need to belong’’
by Baumeister and Leary (1995) who
suggest that ‘‘human beings are fun-
damentally and pervasively motivated
by  a  need  to  belong,  that  is,  by  a
strong  desire  to  form  and  maintain
enduring  interpersonal  attachments’’
(1995: 522). Thus, we seek the com-
pany of others in order to satisfy the
need to belong. We build groups (e.g.
families, cliques), help each other and
join  clubs  just  because  the  satisfac-
tion of the need to affiliate makes us
happy  (see  also  Cacioppo  &  Patrick
2008; Ryan & Deci 2000). It has been
claimed  that  humans  are  like  ‘‘free
monadic  radicals’’  (Kappas  2005),
eager to bond and affiliate with any-
thing that is interactive and provides
basic social cues such as, for example,
speech (see Reeves & Nass 1996; Nass
& Moon 2000). Indeed, a longitudinal
study within the EU project SERA (So-
cial  Engagement  with  Robots  and
Agents) showed that some people es-
tablished a kind of relationship with a
robotic supervisor for physical activity
placed in their house (SERA), includ-
ing giving it a name, talking to it al-
though it did not understand natural
speech and stating to miss it  after it
was  taken  away  from  participants
(von der Pütten et al. 2011b). Similar
observations have been made for ro-
botic pets (Fernaeus et al. 2010; Joana
Dimas  et  al.  2010)  and  domestic
devices like vacuum cleaners (Sung et
al.  2010;  Forlizzi  2007).  However,
throughout these studies not all parti-
cipants  showed  attachment,  and
those  who  did  showed  different  de-
grees  of  attachment.  Thus,  it  is  im-
portant to acknowledge the fact that
in human-human interaction, humans
will  not  just  bond  with  any  entity
when given the choice, but that there
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are factors that influence who is per-
ceived to be attractive and whom we
choose for the establishment of a re-
lationship  (see  Aronson  et  al.  2010)
which will be discussed in the follow-
ing.

Attractiveness

Lt. Cmdr. Data: Darling,  you  remain  as
aesthetically pleasing as
the  first  day  we  met.  I
believe  I  am  the  most
fortunate sentient in this
sector of the galaxy.

It  can be assumed that humans will
draw on similar criteria as they would
in  human-human  encounters,  when
deciding whether  they would like  to
interact again with a robot. In this re-
gard,  (physical)  attractiveness  plays
an  important  role.  Here,  the  finding
‘‘what is  beautiful  is  good’’  (Dion et
al. 1972), in the sense that attractive
people are also rated positively in oth-
er aspects, can also be assumed to be
true for agents and robots. It has been
shown  that  the  same  principles  for
judging the attractiveness of humans
hold  for  the  judgment  of  attractive-
ness for virtual agents (Sobieraj 2012).
Von  der  Pütten  and  Krämer  (2012)
identified  different  characteristics  of
robot  appearances  (e.g.,  mechanical/
humanoid/ android,  but also toy-like
and colours) which resulted in differ-
ent ratings of the robots with regard
to their likability. Thus, we know that
artificial entities follow the same prin-
ciples of physical attractiveness when
they expose a humanlike appearance
like Data. However, there is still little
known on what exactly is perceived as
beautiful  when  it  comes  to  robots
which are not android.  

As  an  additional  factor  for  relation-
ship building, reciprocal liking might
be taken into account.  Since all  hu-
mans like to be liked, we are attracted
to others who behave as if they like us
(Berscheid  &  Walster  1978;  Kenny
1994;  Kubitschek  &  Hallinan  1998).
Liking can even compensate the ab-
sence of similarity (Gold et al. 1984).
There are relatively easy ways to ex-

ploit reciprocal liking: that is the ro-
bot  should give  its  user  the impres-
sion that it likes him or her and ap-
preciates  his  or  her  presence  since
this  increases  the  likeability  of  the
system. Depending on the setting, this
may well be realized with the help of
ingratiation (i.e., by praising the user).
But  it  is  important  not  to  rely  too
much on seemingly simple,  straight-
forward  rules  that  are  derived,  be-
cause  positive  feedback  and  friendly
behaviour  is  not  always  perceived
positively, since, e.g.,  persons with a
negative self-concept tend not to re-
spond  to  the  friendly  behaviours  of
others and will provoke negative reac-
tions  affirming  their  negative  self-
concept instead (Swann et al. 1992).

Theories of social exchange and equity

Lt. Jenna D’Sora: This is all part of a pro-
gram?

Lt. Cmdr. Data: Yes.  One  which  I  have
just created for romantic
relationships.

Lt. Jenna D’Sora: So I’m, erm... I’m just a
small variable in one of
your new computational
environments?

Lt. Cmdr. Data: You are much more than
that, Jenna. I have writ-
ten  a  subroutine  spe-
cifically for you - a pro-
gram  within  the  pro-
gram.  I  have  devoted  a
considerable  share  of
my internal resources to
its development.

Lt. Jenna D’Sora: Data...  that’s  the  nicest
thing  anybody’s  ever
said to me.

The social  exchange theory (Homans
1961; Thibaut & Kelley 1959) assumes
that relationships are comparable to a
marketplace where costs and benefits
are exchanged according to economic
principles.  It  can  be  summarized  as
‘‘the idea that people’s feelings about
a relationship depend on their percep-
tion of the rewards and costs of the
relation,  in  the  kind  of  relationship
they  deserve,  and  their  chances  of
having  a  better  relationship  with
someone else’’ (Aronson et al. 2010).
Hence, a person’s level of satisfaction
in a relationship is determined by the
comparison  level  (Kelly  &  Thibaut
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1978). The comparison level refers a)
to  the expected  outcome of  rewards
and punishments the person is likely
to receive in a relationship compared
to previous experiences, b) the bene-
fits and costs of alternative relation-
ships,  and  c)  the  perception  of  how
likely  one  could  find  an  alternative
partner  to  replace  the  old  relation-
ship.   In  the  example  of  Data  and
Jenna, Jenna receives full attention by
Data who wrote subroutines particu-
larly  for  her.  However,  compared  to
previous and potential alternative re-
lationships, she might experience less
intimacy and emotional affection from
her  boyfriend.  The  question  arises
whether  humans tend  to  compare  a
relationship  with  an  artificial  entity
with the cost and rewards invested in
‘‘real’’  human-human  relationships,
or if  other rules are applied.  Also,  it
has to be considered to what kind of
relationships  the  relationship  with  a
robot/agent is compared: An adult,  a
child  or,  say,  a  pet.  Considering the
latter, many people have intense rela-
tionships with their  dogs or cats al-
though  these  animals  can  neither
speak nor do they have any concept of
human  communication.  Thus,  the
emotional rewards people gain seem
to outweigh the costs they invest (e.g.,
food, medical care, time). Unlike these
animals,  robots  are  no  living
creatures, they are not warm and do
not (at the moment) make the impres-
sion  of  acting  autonomously.  How-
ever, the data from the SERA project
show that people were influenced by a
robot’s  presence,  at  least;  they  felt
that there was “something” (von der
Pütten  et  al.  2011b).  Additionally,
Kahn et al.  (2012) showed that chil-
dren  interacting  with  the  robot
Robovie believed that Robovie should
not  be  harmed  psychologically  (al-
though it could be bought and sold).
Thus,  if  future  research  shows  that
humans  build  bonds  that  will  lead
them to  feel  sorry  for  the ending of
the relationship with a robot/  agent,
of course ethical questions will  have
to be discussed.

2.4 Macro-level: persona & roles

K.I.T.T.: I am still learning about the com-
plexities  of  friendship,  but  I
would be honoured to count you
as mine.

Like many areas presented previously,
there  are  also  very  few  studies  ad-
dressing possible personas and roles
for companions. Robots in Sci-Fi are
predominantly  depicted  as  valuable
and most of the time equally treated
team members with some sort of per-
sonality.  K.I.T.T.  and Data both fulfil
certain  roles  based  on  human  role
models  (team/crew  member,  friend,
boss). Unlike in Science Fiction, inter-
views on robots in real life, however,
show that people - although generally
in favour of a robot companion - saw
its potential  role as being an assist-
ant,  machine,  or  servant  and only  a
few expressed the wish that the robot
companion might be a friend (Dauten-
hahn et al. 2005). In sum, less intim-
ate social roles or personalities were
discussed,  such  as  a  butler  or  maid
personality,  a  health  adviser  or  a
manager  (for  a  specific  part  of  the
user’s  life).  All  of  these  social  roles
were associated with different capab-
ilities of the system and expectations
on behalf  of the user.  However,  em-
pirical  research showed that the hu-
man user defines the way she/he per-
ceives the robot/agent, the way she/he
communicates  with  the  robot/agent,
and which role she/he assigns to the
artificial entity (e.g., von der Pütten et
al. 2011b; see also the results of the
media equation, Reeves & Nass 1996).
Thus,  the  perception  of  the
robot/agent and its assigned role can
be very different from the perception
and role intended by the developer of
the artificial entity. Moreover, in real
life humans also incorporate a variety
of social roles and different identities.
In  consequence,  it  is  not  fruitful  to
create ‘‘the’’  perfect persona, but in-
stead to provide the user with differ-
ent  opportunities  to  attribute  roles
and personality.  We have to go bey-
ond imitation of  single  human roles
toward a genuine companion identity,
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which might be a collection of differ-
ent identities.

3 Methods for artificial compan-
ion research

Since research in the domain of com-
panion technologies is often interdis-
ciplinary,  a  lot  of  different  research
methods have been applied. We argue
that different methodologies need to
be combined and in general advise to
follow  a  multi-method  approach
(Ganster et al. 2010; von der Pütten et
al.  2011b).  First,  multi-methodology
compensates for the limitations every
method entails.  Within the combina-
tion of self-reported data and object-
ively obtained data, the latter can dis-
pel doubts whether the self-reported
data is affected by demand character-
istics or socially desirable behaviour.
Conversely,  self-report  often  offers
more possibilities to interpret the ob-
jectively obtained data. To give an ex-
ample,  in  a  study  by  Rosenthal-von
der Pütten et al. (2013), investigating
participants´  emotional  reactions
during  videos  showing  a  robot  in  a
friendly  or  violent  interaction with a
human,  self-reported  data  on  the
emotional  state  of  the  participants
and psychophysiology measures (skin
conductance and heart rate) were as-
sessed.  Participants  indicated to  feel
more negatively after the reception of
the  video  showing  the  robot  being
maltreated by the human.  Moreover,
they  showed  higher  levels  of
physiological  arousal.  In  combing
these  methods,  the  physiological
arousal  could  be  interpreted  as  in-
creased negative response. Consider-
ing the higher physiological arousal, it
seems  very  unlikely  that  the  differ-
ences  in  the  self-reported  emotional
states were due to socially  desirable
behaviour.  And  second,  different
methods  yield  different  findings,  be-
cause  they  address  different  aspects
of human-artefact interaction. For in-
stance,  within  the  EU  project  SERA
(www.sera-project.eu)  diverse  meth-
ods were used to examine human ro-

bot  long-term  relationships  ranging
from  quantitative  analysis  of  verbal
and  nonverbal  behaviour  (e.g.,
speech,  eye-contact,  smiling)  during
interaction,  to  post-hoc  semi-struc-
tured interviews on usability, personal
experience  and  relationship  building
(both reported in von der Pütten et al.
2011b)  and  case-based  Conversation
Analysis  (Payr  2010).  In  this  set-up,
elderly  healthy  participants  were  in-
teracting with  a  rabbit  shaped robot
which served as an advisor for physic-
al activity. The system was installed in
the  participants´  homes  for  three
consequent iterations of data collec-
tion,  each  lasting  approximately  ten
days. The quantitative analysis of be-
haviour revealed that people spoke to
the robot and showed nonverbal be-
haviour  although  the  robot  was  not
able to perceive this behaviour, which
was  known  to  the  participants.  The
behaviour towards the robot as well
as  behaviour  change  over  time  was
foremost  idiosyncratic.  From the  in-
terviews we were able to identify cer-
tain types of users. Users experienced
with  health-related  technology  re-
garded the robot more as a techno-
logy with the purpose to assist them
in daily tasks, while others valued the
social aspect of the robot. The latter
group of users gave the robot a name
and stated to miss the rabbit when it
was gone. The Conversation Analysis
of  diverse  interaction  of  one  of  the
participants  revealed  that  the  parti-
cipant treated the rabbit in very differ-
ent  ways  depending  on  whether  the
participant was alone or in the pres-
ence of a third person (Payr 2010). In
sum,  the  various  methods  delivered
results  with  regard  to  participants’
verbal  and  nonverbal  behaviour
(quantitative analysis), user types (in-
terviews) and with regard to the ques-
tion  how  individual  users  integrate
the artefact  into daily social  interac-
tions with others. Only the combina-
tion  of  these  very  different  methods
allowed a comprehensive examination
of human-robot relationship building.
It led to a deep understanding of what
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was  going  on  and  allowed  for  the
identification of issues worth to be in-
vestigated in more detail in the future.

Although the idea of companion tech-
nologies  is  to  incorporate  a  certain
role and take over certain tasks over a
longer period of time, long-term stud-
ies are still scarce. There also is a lack
of  field  studies  with  regard  to  com-
panion technologies.  Both are,  how-
ever,  necessary  to  investigate  how
long-term  relationships  are  estab-
lished (von der Pütten et al. 2011b).

In the following, we want to present
diverse methodologies with regard to
how they are used in HRI today and
what  additional  potential  they  have
not  exploited  so  far.  Methodological
instruments  can  be  differentiated
between  subjectively  measurable  as-
pects on the one hand and objectively
measurable  aspects  or  behavioural
data, respectively, on the other hand.

3.1 Subjective measures

Subjective  measures  are  commonly
used  in  psychological  research  and
include self-report via questionnaires
and interviews. In human-artefact in-
teraction  research,  scales  address,
e.g.,  socio-emotional  aspects  of  the
interaction  or  an  evaluation  of  the
agent/robot  itself.  For  this  purpose,
on  the  one  hand,  standard  instru-
ments  from  social  psychology  are
used to  cover  different  aspects  such
as stereotypes and person perception.
For instance, the Positive and Negat-
ive Affect Scale (PANAS, Watson et al.
1988)  is  often  used  when emotional
experiences  are  evaluated  (e.g.,
Rosenthal-von der Pütten et al. 2013;
von  der  Pütten  et  al.  2008).  On  the
other  hand,  some scales  were  espe-
cially  created  for  use  in  human-
agent/robot  interaction  studies,  such
as the Agent Persona Instrument (API)
by Baylor and Ryu (2003) and the Atti-
tude  Towards  Agents  Scale  (ATAS)
(van Eck & Adcock 2003). Other scales
were designed to be used across dif-
ferent media/technologies, e.g., ques-
tionnaires on immersion, physical and

social presence (e.g., Biocca & Harms
2002; Lombard et al.). 

There are techniques and scales that
allow for  an evaluation  of  more  ap-
plication oriented aspects like appear-
ance  (e.g.,  card  sort  assignments;
Cowell & Stanney 2003), perceived ef-
ficiency  (e.g.,  Krämer  &  Nitschke
2002), believability and trust in a sys-
tem (e.g., Sproull et al. 1996). Besides
questionnaires,  also  interviews  are
frequently used in human-artefact in-
teraction studies to shed light on di-
verse  topics  of  interest,  giving  re-
searchers  the  opportunity  to  gain  a
deeper understanding of participants’
thoughts, opinions and attitudes (e.g.,
with  regard  to  relationship  building:
Klamer & Ben Allouch 2010). In addi-
tion, less frequently used, yet inform-
ative methods exist. For instance, user
diaries were used within the EU pro-
ject  LIREC  where  participants  were
provided with a Pleo for several weeks
and were instructed to post their ex-
periences with it in a blog.

And  finally,  to  investigate  the  influ-
ence of personality traits in HRI/HAI a
lot of standardized questionnaires can
be  adapted  or  employed “as  are”  in
human-agent/robot  interaction  stud-
ies.  Indeed,  participants’  personality
traits  (such  as  agreeableness,  extra-
version, shyness) have been shown to
have great influence on the evaluation
of  artificial  entities,  on  participants’
emotional  experiences,  and their  ac-
tual behaviour during the interaction
(e.g., von der Pütten et al. 2010). Rel-
atively new are instruments measur-
ing personality traits directly connec-
ted to agents or robots, like the Robot
Anxiety questionnaire (Nomura et  al.
2007)  or  the  Negative  Attitudes  To-
wards Robots questionnaire (Nomura
et  al.  2006),  which  have  been  also
shown to be influential. 

3.2 Objective measures

Investigations in HRI and HAI use di-
verse  objective  measures,  ranging
from  conventional  audio  and  video
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analysis,  to  eye-tracking,  psycho-
physiology and fMRI. 

Many researchers make use of natural
language  recordings  to  be  able  to
identify  certain characteristics  of  the
participant´s  use  of  language  and
changes occurring during the interac-
tion  with  the  robot/agent.  Language
parameters  may  for  example  be  the
number  and/or  length  of  the  user´s
utterances  (von  der  Pütten  et  al.
2011c),  the  number  of  overlapping
speech and hesitations,  the  percent-
age of pause fillers, prolonged words
and  incomplete  words  compared  to
the  total  number  of  words  (e.g.,
Gratch et al. 2007). Especially in nat-
ural  language  analysis,  qualitative
analyses can and should go hand in
hand with quantitative analyses (e.g.,
analysis of  intimacy of  answers:  von
der Pütten et al. 2011c; discourse ana-
lysis: Payr 2010). 

The  analysis  of  video  recordings  is
also  widely  used.  Here,  especially
nonverbal cues are of interest.  As in
robot  and  agent  research  subjects'
nonverbal  behaviour  during  interac-
tions with the robot can provide use-
ful information. Video recordings are
used  here  as  well,  showing,  for  in-
stance,  that  participants  mimic  an
agent´s nonverbal behaviour (Krämer
et al. 2013), apply situationally appro-
priate nonverbal  behaviour like wav-
ing  while  saying  goodbye  (von  der
Pütten et al. 2009), and display socio-
emotional  nonverbal  behaviour  (von
der Pütten et al. 2011b). 

In the context of studying human-ro-
bot/agent  interaction,  eye  tracking
may be a useful tool for evaluating ar-
tificial  entities,  because  eye  tracking
gives information about where parti-
cipants  look  at  and  for  how  long.
Moreover, eye tracking can be used to
find out whether a subject shows the
same  behaviour  towards  a  robot  or
agent  as  he  would  show  towards  a
human being (e.g., MacDorman et al.
2005; Shimada et al. 2010). 

Also  psychophysiology  (e.g.,  electro-
dermal  activity  (EDA),  electrocardio-
grams  (ECG)  and  electroencephalo-
grams (EEG)) can provide information
not only as a medical means to mon-
itor a patient’s condition, but also to
address psychological research ques-
tions.  With  regard  to  robots  and
agents, the data can be used to gain
information  about  the  participant’s
reactions towards the robot or agent.
When  measured  during  interaction
with  a  robot  or  agent,  EDA or  ECG
data might provide information about
the  subject’s  arousal  and  indicate
stressful experiences in the encounter
with  the  robot/agents  (e.g.,
Rosenthal-von der Pütten et al. 2013;
Bethel  et  al.  2007).  This  method  is,
however, not widely used in HRI stud-
ies. 

Relatively  new  to  HAI  and  HRI  re-
search, but of increasing popularity, is
the use of functional magnetic reson-
ance  imaging.  Studies  utilizing  fMRI
address  diverse  research  questions:
Do robot and human stimuli result in
similar brain activation with regard to
movement  (Chaminade  &  Cheng
2009), emotional expression (Chamin-
ade  et  al.  2010),  Theory  of  Mind
(Frank et al. 2008), empathy with oth-
ers (von der Pütten et al. 2011a), etc.

4 Conclusion

The aim of this paper was to provide a
summary of the state-of the-art for re-
search on companions from a social
psychology perspective with regard to
theoretical  and  methodological  is-
sues. In this line, we summarized psy-
chological  theories  on  sociability  in
human-human  interaction  and  dis-
cussed  the  applicability  of  these  as-
sumptions on the sociability of  arte-
facts.  Sociability is obviously a com-
plex concept which we tried to disen-
tangle  by introducing three levels  of
sociability: the actual communication,
the  relationship,  and  the  roles  that
might be assigned. If we would like to
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provide  sociability  in  its  complexity,
we have to attend to all three levels. 

With regard to the actual communica-
tion  (level  one)  it  can  be  concluded
that there is no real alternative to util-
izing  human-human  interaction  the-
ories. This is due to the fact that hu-
mans in their interactions with robots
and  agents  will  not  stop  to  employ
and expect the communicative mech-
anisms  they  are  used  to  (e.g.,  per-
spective  taking,  common  ground,
Theory of Mind). Although, Theory of
Mind  is  now  regarded  as  fruitful
concept  that  should be implemented
(see Breazeal et al. 2004; Peters 2006;
Marsella & Pynadath D.V 2005), there
are  only  few  attempts  to  actually
model and implement ToM-like abilit-
ies, also due to the complexity of ToM
capabilities.   Thus,  Krämer  et  al.
(2011) introduced a categorization of
ToM capabilities  in order  to simplify
realization.  Moreover,  we  presented
an alternative to the model of human-
human  communication:  human-dog
communication.  Although  one  might
initially think that implementing inter-
actions referring to human-dog com-
munication  is  easier,  it  has  been
shown that  human-dog  communica-
tion largely relies on the same mech-
anisms as human-human communic-
ation  (e.g.,  joint  attention;  Miklósi
2009), because dogs have been adap-
ted to the human communication sys-
tem  by  natural  and  breed  selection
(Tomasello 2008). 

When it comes to relationship build-
ing (level two) the conclusion is more
complex.  On the one hand it  makes
sense  to  draw  on  some  of  the  HHI
theories presented here and use their
“benefits”.  Developers,  for  instance,
should  design  physically  attractive
agents  and  robots.  Moreover,  recip-
rocal liking can be easily exploited to
foster  relationship  building.  On  the
other  hand,  we  saw  from  diverse
(long-term)  field  studies,  that  some
users incorporate companion techno-
logies into their lives differently. Some
form an emotional relationship, some

treat  those  devices  as  the  piece  of
technology they are. Thus, it is ques-
tionable  whether  HHI  relationship
theories, like the social exchange the-
ory,  are  applicable  for  HRI/HAI,  i.e.
whether  humans  evaluate  hu-
man-artefact  relationships  similarly
to  human-human  relationships.
Moreover, it can be debated whether
this  is  desirable.  In  conclusion,  al-
though it is difficult to establish a rad-
ically  different  model  for  human-ro-
bot/agent  interaction,  we  would  not
say that  merely  human-human com-
munication  should  be  used  as  a
framework  for  companions.  Since
there  is  little  empirical  work on hu-
man-artefact  relationships,  there  is
also  little  known  on  the  nature  of
these  relationships.  Therefore,  more
long-term  studies  and  field  studies
are needed. 

It also can be debated whether com-
panions have to assume a role mod-
elled after human roles (level three) or
whether new role models for compan-
ions can be  established.  Robots  and
agents are devices that satisfy certain
needs of their owners and have their
uses  and  functions  in  the  owners’
lives.  Empirical  studies  have  shown
that  people  integrated  these  devices
(e.g.,  robotic  pets:  Fernaeus  et  al.
2010; Joana Dimas et al. 2010; and ro-
bot  vacuum  cleaners:  Sung  et  al.
2010;  Forlizzi  2007)  into  their  lives.
When companions have the function
to support  the  owners’  health,  well-
being,  and  independent  living,  how-
ever,  they adopt a role that goes far
beyond that of a vacuum cleaner, and
they have to be able to maintain that
role over a longer period of time. 

Thus, long-term field studies are ne-
cessary to investigate how long-term
relationships are built and re-built on
the micro-level  of  conversational  in-
teraction. In our pleading for the im-
portance of multi-methodological re-
search  we  stressed  that  future  re-
search should also include qualitative
aspects, since it was shown that qual-
itative analyses were especially help-
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ful  for  observing  and  understanding
people’s  idiosyncratic  reactions (e.g.,
in the SERA project, see  von der Püt-
ten et al. 2011b; Payr 2010).

Altogether,  we  introduced  different
levels  of  sociability  and  the  corres-
ponding  theories  in  human-human
communication.  We  pointed  out
which  theories  and  concepts  we  re-
gard  as  mandatory  (e.g.,  perspective
taking,  common  ground,  Theory  of
Mind), useful (e.g., attractiveness, re-
ciprocal  liking)  or  marginally  useful
(e.g.,  social  exchange theory,  human
role  models)  or  limited  in  their  ex-
planatory  power,  respectively.
Moreover,  we summarized the state-
of-the-art  and  emphasized  the  re-
search gaps with regard to long-term
field studies and on a theoretical level
with  regard  to  Theory-of-Mind-  like
abilities in robots. And finally, we em-
phasized that working on companion
technologies  (theoretically  and  tech-
nologically)  without  considering  the
human user  and  his/her  needs,  per-
ceptions,  and  communication  pat-
terns will not be useful.

Lt. Cmdr. Data: Jenna  –  are  we  no
longer... a couple?

Lt. Jenna D’Sora: No, we’re not.
Lt. Cmdr. Data: Then I will delete the ap-

propriate program.

~THE END~
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