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Abstract

Despite comprehensive research on sociable robotics in different disciplines, soci-
ological theory of action so far has almost completely disregarded the issues of
agency of technology and of human-machine interaction and left the field to hu-
man factors research or to novel approaches such as the Actor Network Theory
(ANT). The following paper links research on human-machine interaction to soci-
ological theory of action and proposes a method to investigate these issues experi-
mentally.
First, it sketches a sociological sound model, which describes the “co-action” of
technology in a way that allows investigating the question of non-human agency
empirically.  Bruno  Latour’s  provocative  argument  of  symmetry  of  humans  and
nonhumans is taken as a starting point to show that a sociological theory of ac-
tion, based on Hartmut Esser’s model of sociological explanation (MSE), is also
capable to cope with non-human agency. 
In order to better  understand the interaction of human actors and non-human
agents in highly automated systems, we therefore construct a model of sociologic-
al explanation of hybrid systems (HMSE), which treats both parts of the system as
deciders, who act according to the principle of subjective expected utility (SEU).
The overall behaviour of the hybrid system thus can be modelled as the aggregated
result of the actions of both parts.
The data from experiments with an agent-based computer simulation, implemen-
ted on the basis  of  the HMSE, show that human test  persons indeed attribute
agency to the technical systems. Additionally, they describe the relation of human
and machine as symmetrical. Finally, we discovered that test persons also tended
to attribute responsibility for the achievement of certain goals to the technical sys-
tem – although the experimental setup implied equally distributed responsibility
among humans and nonhumans.
The HMSE can help to gain new insights into the interplay of humans and nonhu-
mans and provide a deeper understanding of this kind of hybrid interaction, groun-
ded on a sociological theory of action.
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1 Introduction

Autonomous technical  systems,  such
as software agents or robots, present
a challenge to sociology, because they
raise the issue of  agency of  techno-
logy  (Rammert/Schulz-Schaeffer
2002).  Most  sociological  theories,
however, are not able to deal with this
question, since they grant the status
of an actor exclusively to humans. It
is  ascribed to  human actors  only  to
act intentionally and to interact with
others. This way they produce effects
that may be relevant for society as a
whole (Parsons 1967, Coleman 1990).

Modern  societies,  however,  are  in-
creasingly shaped by objects that per-
form  actions,  which  formerly  have
been  executed  by  humans.  For  ex-
ample, the automatic spam filter de-
letes harmful mails without interven-
tion  of  the  user.  The  autopilot  con-
trols the aircraft  precisely and safely
from  take-off  to  landing.  Regarding
the resulting effects, it is hard to dis-
tinguish  whether  these  effects  have
been accomplished by smart systems
or  by  humans.  Smart,  autonomous
systems seem to be capable to act al-
most  human-like.  Modern  planes  or
cars thus have to be regarded as hy-
brid systems, where agency is distrib-
uted among humans and nonhumans
who act and interact in a way that is
only partly understood in terms of so-
ciological theory.

Additionally,  new  generations  of  ro-
bots  will  operate  in  environments
shared with people, such as museums
or  hospitals  (Breazeal  2004b).  These
robots  will  be  equipped  with  ad-
vanced capabilities  of  social  interac-
tion  (Breazeal  2004a),  provoking
questions  of  social  intelligence  and
socially  acceptable  behaviour  of  ro-
bots (Huettenrauch et al. 2006, Turkle
2006).

Research on human-machine interac-
tion has brought about important res-
ults for example on trust in automa-
tion,  overreliance,  and  situational
awareness  especially  in  highly  auto-

mated systems (Lee/See 2004, Sherid-
an  1999,  Parasuraman  et  al.  2008,
Grote 2009). Research on human-ro-
bot interaction has pointed to the fact
that  human-robot  cooperation  re-
quires treating your counterpart as a
partner  –  seen  both  from  the  per-
spective of the human and the robot
(Breazeal  2004b).  As  the  CASA  ap-
proach  (computers  as  social  actors)
argues, people interacting with com-
puters “engage in the same kinds of
social  responses  that  they  use  with
humans” (Takayama/Nass 2008: 174).

Although the practical use of this re-
search cannot be disputed, from our
point of view a theoretical foundation
of interaction models, applied in auto-
mation research or research on soci-
able robots, is still  missing. We sup-
pose that a deeper understanding of
the  mechanisms  of  interaction
between  humans  and  autonomous
technology  from  a  sociological  per-
spective  may  help  to  gain  new  in-
sights about the functioning of smart
systems.

In the paper at hand we will sketch a
sociological  model,  which  describes
the co-operation of autonomous tech-
nology,  and  thus  might  allow  us  to
analyse the issue of agency of techno-
logy  empirically.  This  pragmatic  ap-
proach  frequently  meets  critique  of
people  who  argue  that  humans  are
unique and are exclusively able to act
intentionally  -  contrary  to  animals,
objects or even robots (Sturma 2001).
In order to avoid fundamentalist  de-
bates on such ontological issues, we
refer  to  Lucy  Suchman,  who  in  the
second edition of “Plans and situated
actions” – contrary to previous work –
calls for a reorientation of the debate
on "nonhuman agency", which should
“be reframed from categorical debates
to empirical investigations of the con-
crete practices” (Suchman 2007: 1). It
is no longer important, "whether hu-
mans and machines are the same or
different" (ibid.: 2), but how these cat-
egories  and  differences  are  used  in
practice.  Additionally,  experiments
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conducted  by  the  CASA  group  have
shown that human-computer interac-
tion works “in much the same way”
(Takayama/Nass  2008:  175)  as  hu-
man-human interaction (Reeves/Nass
1996).

In  terms  of  this  shifting  perspective
we have developed a model of  soci-
ological explanation of hybrid systems
(HMSE) grounded on Hartmut Esser’s
macro-micro-macro model of sociolo-
gical explanation (MSE) which  makes
use of  subjective  expected  utility
(SEU) on the micro level  (for  further
details  on  Esser’s  approach  see  the
excursus in section 3.1). We then im-
plemented this model as a computer
simulation that allows us to perform
interactive  experiments  and  to  ob-
serve the issue of distributed agency
empirically.

2 State-of-the-art

Despite the remarkable disinterest of
sociological  theoreticians  there  is  a
long tradition of sociological research
on interaction of humans and techno-
logy.

Sherry Turkle: Computer Cultures

For  example  Sherry  Turkle  has  ana-
lysed computer cultures by means of
ethnographic  methods.  She  studied
real  processes  of  interaction  of
younger people and computers and of
elder people and pets such as the ro-
bot  dog  AIBO  (Turkle  2005,  2006,
Turkle et al.  2006). She didn't reflect
that much about the issue of "wheth-
er", but took interaction as self-evid-
ent and concentrated on the repercus-
sions of human-computer interaction
on the respective persons. Even today
her publications are a valuable source
for psychoanalytic and cultural theor-
etic  studies.  However,  her  approach
does not provide us with options for a
deeper theoretical analysis of human-
computer interaction.

Lucy Suchman: Workplace studies

Lucy Suchman, one of the founders of
workplace studies, has analysed - also

by means of ethnographic methods -
"the ways people use technologies to
accomplish and coordinate their day-
to-day practical activities" (Luff et al.
2000a: 12). She focuses on "the con-
tingent  and  situated  character  of
practical action" (ibid.:  13). However,
in  her view machines are inferior  to
humans, since they have fundamental
shortcomings.  She  states  "radical
asymmetries"  (Suchman  2007:  5)  of
humans  and  machines,  which  are
rooted  in  "severe  limitations"  (Such-
man et al. 1999: 395) of the machine.
Consequently  she  claims  that  "the
analysis of everyday human conversa-
tion provides a baseline from which to
assess  the  state  of  interactivity
between people and machines" (Such-
man 2007: 178), thus making human
action  the  benchmark  for  assessing
nonhuman action.

Although workplace studies have gen-
erated  valuable  insights  into  the
everyday  practices  of  dealing  with
technology, the thesis of lacking ma-
chine  capabilities  obstructs  the  view
for an unbiased analysis of the inter-
action of men and autonomous tech-
nology.

Bruno Latour: Nonhuman Actors

The actor network theory,  developed
by  Bruno  Latour,  Michel  Callon  and
others, takes a very different perspect-
ive.  In  contrast  to  Suchman,  Latour
presents a radically symmetrical onto-
logy, which does not accept any pre-
supposed  distinctions  between  hu-
man  actors  and  nonhuman  actants,
since both of them are able to bring
about  changes  (Latour  1988,  1996,
1998). A human may close the door,
but the automatic door-closer can do
this as well, thus translating the hu-
man who wants  to enter  the  house.
By  means  of  different  translations  a
network  emerges,  consisting  of  hu-
man  actors  and  nonhuman  actants.
Latour thus tries to overcome the tra-
ditional divide between the technical
and the social realm and to establish
a symmetrical  perspective,  which al-
lows to catch processes of hybridisa-
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tion. For example by mutual transla-
tion of a human (e.g. a citizen) and a
technical  device  (e.g.  a  handgun)  a
new hybrid actor emerges, the citizen-
gun  or  the  gun-citizen,  who  finally
commits  murder,  which none of  the
singular parts could have done alone
(Latour 1998: 34).

Although  some  of  the  instances
chosen by Latour to present his new
approach  seem to  be  rather  bizarre,
the  basic  question  has  to  be  taken
seriously,  who  makes  a  phone  call
(the  user,  the  telephone  or  both  of
them  together)  or  who  sends  an  e-
mail (the user, the computer or both
of them together). There has been an
intense debate in science and techno-
logy  studies  for  years,  heavily  criti-
cising or defending actor network the-
ory  (for  an  overview  cf.  Gad/Bruun
Jensen 2010). Instead of summing up
this debate, we want to point to the
fact  that  most  contributions  were
rather  theoretical  –  and  -  empirical
studies on the question of symmetry
are still rare. Latour himself has only
presented  ad  hoc  cases  e.g.  on  key
fobs  which  do  not  meet  methodical
standards.  Additionally,  these  cases
are  not  related  to  smart  technology
but as a rule to conventional techno-
logy such as keys or door-closers.

Werner Rammert and Ingo Schulz-
Schaeffer: Attribution Processes

In  contrast  to  the  ontological  per-
spective of ANT, Werner Rammert and
Ingo  Schulz-Schaeffer  propose  to
“treat the question of agency of tech-
nology  as  empirically  open”  (2002:
50).  According  to  Rammert  and
Schulz-Schaeffer  people  attribute
agency even to technical objects. They
construct  a  model  of  “distributed
agency” (ibid.: 21) which allows to de-
termine  a  “stream of  actions”  (ibid.:
41) with activities  distributed among
humans  and  nonhumans.  However,
the attribution of agency or respons-
ibility to human or nonhuman is con-
structed by the observer.

This model may help to better under-
stand that activities in complex tech-
nological  systems  are  distributed
among  humans  and  smart  techno-
logy. However, despite of their call for
an empirical approach, Rammert and
Schulz-Schaeffer did neither refer to a
specific  theory  of  action  nor  opera-
tionalize their model in a way that en-
ables  empirical  studies,  e.g.  with  a
quantitative focus.

Methods of Research on Hybrid Sys-
tems

Latour's provocative arguments serve
us as a starting point to analyse if the
processes of hybrid interaction of hu-
mans  and  technology  can  be  integ-
rated  into  the  sociological  theory  of
action.  We  want  to  analyse  hu-
man-machine  interaction  empirically
without losing contact to mainstream
sociology.  In  the  end  our  approach
will not be able to answer fundament-
al  questions  about  the  ontological
status of actors and actants, since we
do not have empirical access to those
subject  matters.  Empirically  observ-
able are only real interactions as well
as processes, in which humans attrib-
ute  agency  to  technology  (insofar
there is a structural asymmetry, since
the opposite direction is not observ-
able).

Recent  research  on  hybrid  systems
has up to now used different methods
to  observe  human-machine  interac-
tion, such as:

1. Observation and measurement of
real interactions of human and tech-
nology,  for  example  in  smart  cars
(Stanton/Young  2005)  or  in  control
rooms of complex facilities (Moray et
al. 2000, Cummings/Bruni 2009).

2. Ethnographic  observation  and
thick  description  of  human-machine
interaction,  for  example  encounters
with  robots  or  avatars,  also  in  real
settings  of  working  environment
(Brooks  2002,  Turkle  2005,  Braun-
Thürmann  2003,  Krummheuer  2010,
Luff et al.  2000b), partly using auto-
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matic  recording  of  interactions
(Hahne et al. 2006).

3. Case  studies  on  advanced  tech-
nical systems such as the Traffic Alert
and  Collision  Avoidance  System
(TCAS)  in  aviation  and  on  incidents
and accidents that have been caused
at least partly by the system (Brooker
2008, Grote 2009, Weyer 2006).

4. Surveys of experts or laymen con-
cerning  their  experiences  with  and
their attitudes towards smart techno-
logy (Graeser/Weyer 2010, Weyer et al.
2012).

5. Computer  simulation  of  social
processes by means of the method of
agent-based  modelling  and  simula-
tion (ABMS), as e.g. applied in grow-
ing  artificial  societies  (Epstein/Axtell
1996,  Epstein  2007)  and  other  pro-
jects (Macy 1998, Macy/Willer 2002).

Our approach combines methods 1, 4
and 5. In using computer simulation
we refer to the model of sociological
explanation  (MSE),  established  by
Hartmut Esser (1991, 2000) and oth-
ers, who on their part refer to James
Coleman (1990). MSE is a sociological
theory of action, which has been elab-
orated  in  many  details  and  has
already  been  formalised  by  its
founders, so that it is well suited for
modelling and simulation (for details
see the excursus in the following sec-
tion).

Our model of sociological explanation
of hybrid systems (HMSE) is a further
development of the MSE, which only
adds a new component: the agency of
technology. We want to show that a
sociological  theory  of  action  is  cap-
able to grasp the phenomenon of co-
action of technology, without forcing
us to give up basic assumptions such
as the intentionality of action, as La-
tour suggests.

First, we developed a hybrid model of
action (Chapter 2),  implemented this
model  in  a  computer  simulation
(Chapter  3)  and  then  performed  ex-
periments  with  real  probands,  who

had to solve a driving task in a simple
traffic  simulation  conjointly  with
autonomous  technical  systems
(Chapter 4). During these experiments
we measured the real distribution of
agency by recording certain perform-
ance  data.  Besides,  we  documented
the  attribution  of  agency  to  techno-
logy by questioning the probands dur-
ing and after the test runs.

Our hypotheses are:

(H1) The  interaction  of  humans
and  autonomous  technical  systems
can  be  modelled  by  means  of  the
HMSE as a symmetrical interaction.

(H2) Human actors, which are part
of the hybrid system, attribute agency
to technical systems and perceive the
relation of human and technology as
a symmetrical one.

(H3) The  concept  of  agency  of
technology  can  be  operationalized
and empirically investigated by exper-
iments via computer simulation.

3 The model of sociological ex-
planation of hybrid systems 
(HMSE)

In this chapter we introduce the mod-
el  of  sociological  explanation  of  hy-
brid systems all, we start with a short
excursus: The MSE and the SEU cal-
culation  of  actions,  the  theoretical
basis  of  the  HMSE,  are  explained.
Later on, we present a combination of
MSE with ideas from Latour and Ram-
mert/Schulz-Schaeffer  that  lead  con-
sequently to the HMSE.

3.1 Excursus: SEU theory and the 
model of sociological explanation

In general,  sociology focuses on the
explanation of macro phenomena. So-
ciologists  try  to  determine,  how the
current  state  of  a  social  system has
dynamically emerged from a previous
one. According to Esser (1993a) a so-
ciological  in-depth  explanation  con-
sists  of  three  explanatory  steps:  the
logic of  situation,  the logic of  selec-
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tion and finally the logic of aggrega-
tion.

In the first step, the logic of situation,
the researcher "has to reconstruct the
[...] situation for typical actors in typ-
ical  situations"  (ibid.:  8)  and  has  to
formalize this perception.

In the second step, the logic of selec-
tion,  a  selection  theory,  e.g.  SEU,  is
used to determine the appropriate ac-
tion of different actors. Esser applies
a selection rule form classical rational
choice  theory  (RCT).  However,  SEU
adds  a  subjective  element  to  RCT
which typically presumes objective ra-
tionality.  Because of different prefer-
ences and different definitions of the
situation  actors  may  select  different
actions although they share the same
situation.1

In the last step, the logic of aggrega-
tion, actions of many individual actors
are usually merged by means of trans-
formation  rules,  thus  leading  to  the
explanandum, the  successor  state  of
the social system. Especially this last
step  can  be  well  accomplished  via
computer simulation.

The  logic  of  selection  is  the  central
element of Esser's  model of  sociolo-
gical  explanation  (MSE).  It  can  be
formalized as follows: Every actor has
a  set  of  alternative  actions
ai∈{a1 , a2 ,… ,an} ,  evaluated  goals

u j∈{u1 ,u2 ,… ,um} and  expectations.

These  expectations  can  be  modelled
as  probability  values  pi , j∈ [0,1]
which connect  every  action  ai  with
every goal u j . pi , j  denotes the sub-
jectively  estimated  expectation  that
the selection of action ai leads to the
fulfilment  of  goal  u j .  The actor  se-

1 Of course, the logic of action could also
be modeled  by  using  more  simple  con-
cepts such as KISS („keep it  simple, stu-
pid!”),  cf.  (Epstein/Axtell  1996).  However,
we assume  a  micro-sociological  founda-
tion of action, based in sociological the-
ory, will provide a better starting point for
modeling human-computer- or human-ro-
bot interaction – an issue that has rarely
been investigated systematically.

lects  the  action  ai with  the  highest
value  of  subjective  expected  utility.
The SEU value for a specific action is
calculated as

SEU (ai)= ∑
j∈{1,…,m}

pi , j ∙ u j

Esser’s  MSE  refers  to  Coleman's
(1990)  micro-macro-model,  which
refers to actions of single actors. The
interaction of several actors thus can
be  analysed  either  by  sequential
chaining  of  decision-making  pro-
cesses or by combining parallel  pro-
cesses of actors, which collaborate in
a social system and that way produce
common effects.

Referring  to  the  second  case,  Esser
constructs a multi-layer model with a
meso  level  “between  the  overall
macro  structures  of  society  and  the
micro  actions  of  individual  actors”
(1993b: 112). This meso level is con-
stituted by the collaboration of differ-
ent decision-making processes on the
micro level, namely as "aggregated ef-
fect of the situation-oriented action of
actors" (ibid.).

3.2 Symmetrical construction of 
agency

We transferred the model of Esser to
the  collaboration  of  humans  and
technology,  who  both,  according  to
Rammert  and  Schulz-Schaeffer,  are
elements of a distributed system. We
assume that actions of human actors
as well as of technical systems can be
described  in  a  symmetrical  manner.
Hence, we apply SEU theory similarly
to human and nonhuman parts of the
hybrid  system,  assuming  that  both
have a set of actions, evaluated goals
and probability values which combine
actions and goals. Each component of
the hybrid systems, with regard to its
responsibility, selects the action with
the highest SEU value.

Our starting point is a simple hybrid
system consisting of a human actor AH

and a nonhuman actant ANH. Both are
in the situation St in the midst of a se-
quence of actions, which are running



Fink/Weyer: Interaction of Human Actors and Non-Human Agents 53

in short periods of time. Both actors,
or  actants  respectively,  make  an
autonomous  and  thus  subjective
definition  of  the  situation,  indicated
by  the  initial  state  AH,t and  ANH,t (cf.
Figure 1).

Now we borrow the idea of Esser and
of Latour, that the cooperation of AH

and ANH has constituted a meso level
with a new hybrid actor AHy resulting
from the interactions, which occurred
before the moment t. The definition of
the situation, performed by both part-
ners (arrows 1a, 1b), thus is addition-
ally  shaped  by  the  existence  of  this
hybrid level (2a, 2b). Referring to the
definition  of  the  situation  and  the
available options, both parts (AH and
ANH) perform actions on the respective
micro level (3a, 3b). The idea is that
both,  human  actor  and  nonhuman
actant, act on the micro level accord-
ing to the SEU logic.

The actions of AH and ANH result (4a,
4b)  in  an  aggregated  effect  on  the
meso level (3c). From an outside per-
spective  one  cannot  determine  the
single contributions, but can only ob-
serve the composite overall action of
the hybrid actor AHy. This coaction fi-
nally  leads  to  aggregated  effects  on

the macro level, which is beyond the
hybrid  system.  Of  course,  other  hu-
man, technical or hybrid actors con-
tribute to these macro effects as well,
which can be described as the trans-
formation of  the  whole  system from
situation  St to  situation  St+1 (arrow
5b).

Please note that situation St does not
affect  the  hybrid  actor  directly,  be-
cause only human actors or technical
actants are able to define situations.
However,  the coaction of AH and ANH

leads  to  macro  effects  -  hence  the
continuous arrow 5a. Additionally, the
short sequence described, is part of a
sequence of actions, which may con-
tinue for a while.

3.3 Intentionality of technology – a 
feasible assumption?

An integral  part  of  the  HMSE is  the
symmetrical application of a sociolo-
gical theory of action to human actors
and nonhuman actants. This opens up
the question if the assumption of in-
tentionality  is  feasible  for  inanimate
technology. We are well aware of the
fact that technological systems do not
have intentions by themselves, but are
coded by programmers who incorpor-

Figure 1: The model of sociological explanation of hybrid systems (HMSE)
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ate their intentions into the design of
the system. In doing so they assume
that the system will behave in the pre-
programmed manner even if its con-
structor is absent. With other words:
They  assume that  technological  sys-
tems  will  perform  actions  that  are
compatible with the constructor’s in-
tentions.2

However,  the  question  remains  how
to design the interaction of actors and
agents  properly,  referring  to  a  soci-
ological theory of action. At the cru-
cial moment, when a technology is re-
leased  to  its  users,  the  interaction
between the designer and the techno-
logical  system ceases,  and the  main
interaction takes part between the hu-
man  actor,  acting  intentionally,  and
the technological system, accomplish-
ing actions intentionally designed by
the constructor.

In  order  to  make  things  easier,  we
therefore decided to move along the
way  of  multi-agent  research.  Com-
puter sciences as well as research on
multi-agent  systems  usually  equip
software agents with a BDI architec-
ture,  i.e.  the  ability  to  process  be-
lieves, desires and intentions (Malsch
1998, Wooldridge 2001). By that way,
software agents can behave in a way
similiar to human interaction - or to
phrase it  more carefully: that can be
interpreted by humans with the aid of
patterns  that  are  taken  from experi-
ences with human-human interaction
(Geser 1989, Turkle 2005, Takayama /
Nass 2008).

When implementing the HMSE as an
interactive agent-based simulation we
decided to equip the nonhuman act-
ant ANH with the ability to act inten-
tionally according to the rules of the
SEU theory. This allows us to monitor
the interaction between humans and
nonhumans  and  to  compare  these
data with the self-assessments of the
probands.  Above  all  we  can  analyse
whether  the level  of  agency and the
2 We are grateful to Michaela Pfadenhauer
and Knud Böhle, who helped us to phrase
this argument more precisely.

intentions, which humans attribute to
nonhuman actants,  is  in  accordance
with the technically implemented level
or not. Additionally, this experimental
setup and its theoretical basis allows
us to  distinguish between goals  and
actions. Referring to Coleman (1990)
and Esser  (1993b)  we  define  agency
by the ability to plan  and to act.  By
means of our software model we can
empirically  observe  and  measure
whether  people  attribute  either  the
performance of actions, the pursuit of
goals or both to their nonhuman part-
ners.  To this regard the experiments
produced the most surprising results. 

3.4 Demonstration of the HMSE - an 
illustrative example

The  concept  of  HMSE  can  be  illus-
trated by a scenario, in which a hu-
man driver has to keep a certain dis-
tance  towards  another  car  running
ahead,  supported  by  a  driver  assist-
ance system. According to the terms
from  the  MSE  we  can  distinguish
three phases:

Cognition of Situation (Logic of Situ-
ation)

The human driver observes other cars
running ahead and assesses whether
separation is sufficient or s/he has to
brake. The nonhuman assistance sys-
tem,  e.g.  adaptive  cruise  control
(ACC),  does  almost  the  same:  ob-
serving traffic via its sensors and as-
sessing  if  action  is  necessary.  How-
ever,  cognition  of  situation  may  be
different, for example, if the driver re-
cognises a car on the next lane as a
potential conflict, because this car in-
dicates lane change by its turn signal,
whereas ACC doesn't react, because it
only  recognises  cars  on  the  same
lane.  Maybe  it  even  accelerates,  be-
cause from its point of view the lane
is free.

Decision-Making (Logic of Selection)

Both parts of the hybrid system make
their  decisions  based  on  their  goals
(e.g. avoiding an accident) and select
the action with the highest SEU value:
They  take  action  which  most  likely
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leads  to  the  desired  result.  By  that
way  both  act  intentionally:  humans
literally, nonhumans rather mechanic-
ally,  according  to  design  goals  and
rules implemented in their software. 

The  overall  behaviour  of  the  hybrid
actor is the result of the cooperation
of AH and ANH, which sometimes may
generate  surprising  effects  if  the
driver decelerates and the assistance
system accelerates, as in the case de-
scribed above. By means of the hybrid
(meso) level  these actions are mutu-
ally recognized and consequently in-
fluence the behaviour of both partners
in  the  next  sequences.  The  outside
observer,  however,  can only  observe
the behaviour of the hybrid actor AHy,
which  dynamically  adapts  speed  to
the speed of the car ahead.

Aggregation (Logic of Aggregation)

A mechanism is needed to transform a
number of singular actions (of human
drivers, hybrid cars etc.) into collect-
ive  structures,  such  as  the  current
state  of  traffic  on  a  highway.  The
method of agent-based modelling and
simulation  (ABMS)  is  well  suited  for
conducting and analysing the aggreg-
ation  of  a  large  number  of  actions.
Using  this  method,  we  can  observe
emergent effects, structural dynamics,
path  dependencies,  non-linear  pro-
cesses in complex systems etc., which
can  hardly  be  examined using  other
methods  of  social  research  (Resnick
1995, Sawyer 2005, Epstein 2007).

3.5 Strengths and weaknesses of our 
approach

Our approach, implementing a model
of  sociological  explanation of  hybrid
systems and using it as a basis for an
interactive computer simulation, does
not allow answering fundamental on-
tological  questions,  for  instance,  if
humans  and  nonhumans  are  equal.
Furthermore,  we  cannot  decide  if
smart  technology  deceives  us  and
only simulates agency.

However, by means of our method we
are able to capture not only the per-

spective of the human actors, e.g. by
interviews, but also the perspective of
nonhuman actants,  e.g.  by recording
interaction  data  and  having  know-
ledge about their internal functioning
–  a  task  where  other  approaches,
claiming  nonhuman  agency,  have
failed  until  now  (Collins/Yearley
1992).3 Thus, we are able to analyze
the interaction of  human actors and
nonhuman  actants  empirically  and
compare  attribution  processes  with
real  performance  data.  We  can  not
only  observe  the  feedback  of  hu-
man-automation  interaction  on  hu-
mans, as Sherry Turkle (2005) did in
her field experiments. In a laboratory
experiment  the  setup  of  the  nonhu-
man  actant  as  well  as  the  different
parameters of the hybrid system can
be changed in a controllable manner.

4 The HMSE as a basis for an in-
teractive computer simulation

In this chapter we describe the sIMHYBS

model as well as the experimental set-
ting.  The  simulation  model  SIMHYBS

was created in order i) to test the the-
oretical  framework  offered  by  the
HMSE and ii) to observe the interplay
of  humans and nonhumans.  We ap-
plied  a  simple,  realistic  scenario,
which  probands  could  use  without
much training. Additionally, it should
allow the investigator to select differ-
ent  modes  of  distribution  of  agency
between humans and nonhumans. 

The scenario consists  of  a  road and
cars driving on it, whereas the traffic
is only one-way (Figure 2). The drivers
are  software  agents,  most  of  them
driving  automatically  with  randomly
selected speed and without regard of
their environment. All in all, they are
only  obstacles  for  the  car  we  are
mainly interested in. This car is con-

3 For  instance,  Callon/Law  (1989)  have
been unable to grasp the perspective of he
scallops, since they neither could be inter-
viewed nor delivered any data. In our ex-
periments,  the  agents  couldn’t  be  inter-
viewed  as  well,  but  we  could  gather  a
large amount of data on their „behaviour“.
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ducted by a hybrid driver,  consisting
of a human actor AH and a nonhuman
actant ANH. The latter is constructed as
a  driving  assistance  system,  which
can  sense  its  environment,  define  a
situation and finally make an appro-
priate  decision,  as  demonstrated
above in the case of ACC. According to
the preselected driving mode (see be-
low),  the  nonhuman  component  of
the hybrid driver can perform different
tasks, for example speed regulation or
steering.4 In  the  automatic  mode  it
can also perform all tasks.

The  hybrid  car  gets  scores  for  each
lap  (defined  by  crossing  the  upper
border of the screen); it loses points
in case of a crash with another car or
when it exceeds the speed limit. Cars
can move into three directions: to the
left  (NW),  to  the  right  (NO)  and
straight on (N - towards the top of the
screen).

According  to  the  idea  of  the  HMSE,
decisions of the hybrid driver are as-
sessed by means of  the SEU theory,
which refers to the subjective evalu-
ation  of  alternatives,  based  on  indi-
vidual  goals  and  subjective  prefer-

4 Additionally, the hybrid driver has a soft-
ware  component,  the  agency  manager,
which  moderates  the  actions  of  the  hu-
man and nonhuman components.

ences. The basic decision rule is: act-
ors try to maximise utility, i.e. they se-
lect  actions  with  highest  SEU  value
(see section 3.1).

This calculation can be done by hu-
mans as well  as by nonhuman soft-
ware agents.  Both analyse the given
situation  from  their  individual  per-
spective and select the action with the
highest  SEU  value,  e.g.  accelerating/
decelerating  (G+,G-)  or  steering
left/right  (L,R,G).5 However,  actions
are not performed immediately since
the agency manager first has to check
who is responsible for the respective
action, before he accepts it.

4.1 Elements of the SEU model

The SEU model,  as we have seen in
the excursus above, consists of a set
of  feasible options/actions,  evaluated
goals, and expectations:

Options

steer to the left (L)
steer to the right (R)
no steering (G straight)
accelerate (G+)
decelerate (G-)

5 Since SIMHYBS has been implemented at a
German research institute,  some German
relics remain in the software such as the
abbreviation  „G“  (geradeaus)  or  „FAS“
(Fahrerassistenzsystem).

Figure 2: Screenshot of the interactive simulation SIMHYBS
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Goals6

avoid crashes (c)
comply with the speed limit (g)
make laps (r)

Expectations

Expectations  pi , j  are important, be-
cause they comprise the ideas of the
respective actor to what extent a cer-
tain action will help to achieve a given
goal.  For  example,  if  a  slow  car  is
straight  ahead,  then  the  probability
that accelerating will  help to achieve
the  goal  of  crash  avoidance  is  low
(0.25), even if this action may help to
gain  high  scores  (1.0  –  values  in
brackets are the probabilities we used
in the SEU model). We cannot present
the  complete  and  therefore  large
pi , j  matrix of  expectations in detail

here (cf. Fink/Weyer 2011: 103).

4.2 Experimental setup

SIMHYBS was  implemented  with  the
agent-based simulation software  Re-
past (Repast 2010, Fink 2008). It can
be operated in four modes, which dif-
fer  regarding  the  distribution  of
roles/agency (see Table 1).

We  made  experiments  with  31
probands; 30 of them could be used
for analysis. Before starting the exper-
iments, each proband got a short in-
struction,  especially  concerning  the
different  modes  and  the  distribution

6 The  abbreviations  refer  to  German
words: "g" (Geschwindigkeit einhalten), "r"
(Runden machen)

of  responsibilities  for  different  ac-
tions.  In  advance,  we  told  all
probands  that  the  assistance  system
in any case supports them in reaching
the  overall  goal (making  a  score  as
high as possible, in other words: ac-
count for all goals of the game). We
will come back later to this distinction
of actions and goals.

Every proband made seven simulation
runs of about 3 minutes as depicted in
Table 2.

Questionnaires were used in between
the  runs  (FE)  and at  the  end of  the
first six runs (FG) to gather additional
information.  The  last  questionnaire
(FA) was used for the fully-automated
mode. Probands were asked to evalu-
ate  the driver  assistance system and
to assess, to which degree both parts
had contributed to the achievement of
the goal. The final questionnaire no 7
furthermore asked for issues such as
loss  of  control.  An  open  interview
completed the experiment.

Data Recording

During the runs we collected different
types  of  data:  questionnaires  asked
for  self-assessment  and  for  attribu-
tions on part  of  probands.  Addition-
ally, we recorded background data on
total  scores,  laps,  crashes, violations
of speed limits,  and keystrokes. This
way we are able to compare the self-

Mode Type Description

FAS-
STEERING

semi-
automated

The driver assistant is responsible for actions left, right,
straight on. (L,R,G)

FAS-SPEED
semi-
automated

The driver assistant is responsible for acceleration and
deceleration system. (G+,G-)

MANUAL manual
The driver assistant does not intervene, but only warns
in case of violation of speed limit. ( )

FULL-AUTO
fully-
automated

The driver assistant  is responsible for all  actions.  The
proband has the authority to intervene and to switch off
the system for a short period of time. (L,R,G,G+,G-)

Table 1: Modes of distributed agency
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assessment  of  probands  with  recor-
ded  data.  Additionally,  we  can  com-
pare the attribution of agency to tech-
nology,  done  by  our  probands,  with
the real implementation of the nonhu-
man actant. In this respect, the results
were surprising.

5 Results

The  following  sections  mainly  deal
with  the  methodological  benefits  of
the HMSE and present some empirical
results  on  the  issue  of  distributed
agency.

5.1 Distribution of agency

After  each  simulation  run,  probands
were asked to answer the question to
which degree they had contributed to
the overall goal of the game (cf. Table
3). We used an interval scale with five
ranges of values (0-20%, 20-40%, 40-
60%,  60-80%,  80-100%)  that  were
presented  to  the  probands.7 For  the

7 Although  the  questionnaire  only
provided five agency ranges the assump-
tion of an interval scale is appropriate be-
cause  the  scale  sections  have  the  same
size and are ordered. For future research
we propose the use of a visual analogue
scale (Reips/Funke 2008). 

calculation  of  an  agency  metric  we
mapped  the  groups  to  the  interval

→ →[0,1]: “0-20%”   0.1, “20-40%”  0.3,
….  Let N Mode  denote the number of
questionnaires  for  a  specific  mode,
then  a  mode-specific  agency  value
evaluated  by  human  actors  can  be
calculated as follows:

AgencyH (Mode )=
1

N Mode
∑
i=1

NMode

mi

Table 3 presents the mean values for
agency  for  the  two  semi-automated
modes.

In the mode FAS-STEERING, in which
the  assistance  system is  responsible
for  the  task  steering  (and  probands
for  speed  regulation),  probands
ascribe themselves an agency value of
0.433. In the mode FAS-SPEED, where
the  assistance  system is  responsible
for  the  task  speed  regulation  (and
probands  for  steering),  probands
ascribe themselves an agency value of
0.580, indicating different perceptions
of the distribution of agency. Several
statistical  measures  like  t-tests  and
confidence intervals confirm that this
difference is significant.

Run Mode Questionnaire

1 FAS-STEERING FE

2 FAS-SPEED FE

3 MANUAL

4 FAS-STEERING FE

5 FAS-SPEED FE

6 MANUAL FG

7 FULL-AUTO FA

Number of
question-
naires 

N=60 (2*FE) N=60 (2*FE) N=30 (FA)
N=30 (FG)

Table 2: Experimental sequence with appropriate number of records

FE – questionnaire per experiment (only for FAS-STEERING and FAS-SPEED)
FG – questionnaire for overall experience
FA – questionnaire fully automated mode
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Both  modes  mentioned  above  are
complementary to each other.  If,  for
example, people ascribe themselves a
share of 43.3 percent in reaching the
overall goal of the game, they also –
indirectly  –  define  the  share  of  the
other part, the assistance system.

Consequently,  we  can  calculate  the
agency of the nonhuman for a specific
mode as follows:

AgencyNH (Mode)
= 1− AgencyH (Mode)

As Table 4 shows, agency of different
tasks has been attributed almost sym-
metrically. 

Concerning the task speed regulation,
the agency value is 0.433 in the mode
FAS-STEERING  (directly  calculated),
in which the human is responsible for
this task and the nonhuman for steer-
ing.8 An  almost  identical  value  of
0.420 can be found in the mode FAS-
SPEED  (indirectly  calculated),  where
the nonhuman is responsible for this
task  and  the  human  for  steering.
Agency  values  obviously  are  similar,
regardless of which part performs the

8 Mathematically:
AgencyH (FAS− STEERING )
≈ AgencyNH (FAS− SPEED)

task,  the  human  or  the  nonhuman
driver.

The  same  observation  can  be  made
for  the  task  steering,  where  the
agency  value  is  0.580  in  the  mode
FAS-SPEED  (directly  calculated),  in
which  the  human  is  responsible  for
this task and the nonhuman for speed
regulation.9 Again an almost identical
value of 0.567 shows up in the mode
FAS-STEERING (indirectly calculated),
where  the  nonhuman  is  responsible
for this task and the human for speed
regulation (Table 4).

These data seem to serve as an exper-
imental proof of Latour’s assertion of
symmetry of humans and nonhumans
– at least regarding a symmetrical at-
tribution of agency (done by humans).

5.2 Delegation of actions or of goals?

After each test run in semi-automated
modes  we  asked  probands  for  the
goals,  which  the  assistance  system
had  been  pursuing.  They  could
choose multiple entries from the fol-
lowing  three  goals:  crash  avoidance
(c),  laps (r)  and keep speed limit  (g)
and combine them arbitrarily. As the

9 Mathematically:
AgencyH (FAS− SPEED )
≈ AgencyNH (FAS− STEERING )

Mean / 
AgencyH

Standard 
deviation

Median 0%/25%/50%/75%
100%-quantile

FAS-STEERING     0.433     0.159    0.5 0.1/0.3/0.5/0.5/0.7

FAS-SPEED     0.580     0.170    0.5 0.1/0.5/0.5/0.7/0.9

Table 3: Mode-specific agency values estimated by human actors

Mode
(actions performed by driver as-
sistance system)

AgencyH 
(calculated directly)

AgencyNH 

(calculated indirectly)

FAS-STEERING (L,R,G) 0.433 0.567

FAS-SPEED (G+,G-) 0.580 420

Table 4: Agency values for specific modes
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chart  in  Figure  3 demonstrates,  the
assessments  are  extremely  different,
according to the respective mode.

This  is  surprising,  since  human  and
nonhuman  had  been  instructed,  re-
spectively programmed to pursue the
overall  goal (consider  all  goals  c,  r
and g) in all modes. Only the respons-
ibility for actions (steering, speed reg-
ulation) had been distributed to a dif-
ferent degree. Nevertheless, probands
obviously freed themselves of the task
to pursue certain goals, when taking
over a certain task:

For example, in the mode FAS-STEER-
ING,  where  the  assistance  system
steers  the  car  (actions  L,  R  and  G),
67 percent of probands ascribed only
the  goal  of  crash  avoidance  to  the
assistance  system.  Presumably,  they
assumed that  one cannot  follow the
two other goals with means of steer-
ing.

On  the  contrary,  in  the  mode  FAS-
SPEED  only  2  percent  of  probands
guessed  that  the  assistance  system
pursues this goal, even though the in-
vestigator  had  instructed  them  that
the  system  supports  probands  in
achieving the overall goal.

As  an  unexpected  result  of  our  in-
quiry,  we  can  point  to  the  fact  that
delegation  of  actions  to  nonhumans
obviously goes hand-in-hand with the
ascription of goals.

5.3 Interim conclusion

The preceding chapters have demon-
strated  the  methodological value  of
HMSE. We do not claim that all of our
findings  will  hold  out  against  future
testing. We rather assume that much
more  experiments  will  be  needed to
sustain  or  to  refute  these  results.
However, by programming the nonhu-
man actant as an intentionally acting
player  we  have  found  a  method  to
empirically observe the interaction of
humans  and  nonhumans  as  well  as
processes of goal and action attribu-
tion. Additionally, we can differentiate
between distribution of actions and of
goals. Our methodology allows identi-
fying sets of actions and ascribing an
agency value to them. From the per-
spective of human probands it is obvi-
ously irrelevant whether certain tasks
are performed by a human or a non-
human. The agency value for respect-
ive sets of actions was almost identic-
al.  Furthermore, we could show that

Figure 3: Which goals did the assistance system pursue?
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probands  do  not  clearly  distinguish
between delegation of actions and of
goals.

6 Conclusion

In this paper we presented a sociolo-
gical model, which describes the co-
action of technology in a way that is
open  for  empirical  investigations  of
distribution of agency. By this means
we offered a proposal on how to fill
the  theory  gap  of  current  research,
which mostly refers on the empirical
observation of human-machine or hu-
man-robot  interaction,  but  heavily
lacks  a  theoretical  foundations  in
terms of a sociological theory of ac-
tion  –  as  in  the  case  of  Turkle  or
Suchman (cf. chapter 2). On the other
hand, models of the interaction of hu-
mans  and  nonhumans  in  sociology
and  related  fields  (e.g.  Latour)  are
mostly  based  on  single  case  stories
and  lack  a  possibility  to  investigate
these  issues  by  well-established
methods  from  empirical  social  sci-
ences. The HMSE is an attempt to de-
velop a sociological model as well as
a method to tackle  theses questions
experimentally.

Referring to our three hypotheses we
now can conclude:

(H1) Latour’s  assertion  of  nonhu-
man agency can be empirically invest-
igated by means of the HMSE model,
which extends the common model of
sociological  explanation  (MSE)  to
autonomous  technology.  The  HMSE
allows us to analyse the interaction of
humans and nonhumans,  to confirm
the symmetry the-sis empirically and
to produce novel results such as the
mixture of delegation of actions and
of goals.

(H2) Test  runs  have  shown  that
human  actors  attribute  agency  to
technical systems and perceive the re-
lation of human and technology as a
symmetrical relation.

(H3) Computer  simulation  is  a
practical method i) to investigate hu-

man-machine interaction, ii) to meas-
ure agency, and iii)  to make attribu-
tion  processes  visible.  The  latter  is
done by comparing the perception of
role distribution of our probands with
the experimental setup and the recor-
ded data.

Our  data  confirm  the  (very  general)
perception of nonhuman agency (La-
tour 1998). They also support attribu-
tion  theory  (Rammert/Schulz-Schaef-
fer 2002)and imply further considera-
tions: Human actors not only ascribe
agency to nonhuman actants. By tak-
ing this attribution, they also redefine
their own role, e.g. when concentrat-
ing on a certain task and getting rid of
the  responsibility  for  pursuing  other
goals.

By interacting with autonomous tech-
nology  human  probands  obviously
tend to construct a role distribution,
which remarkably differs from the dis-
tribution implemented in the software
program.  In  some  settings,  humans
obviously tend to attribute responsib-
ility  to  the  technical  system  and  to
overtrust technology – a fact already
observed  by  human-factors  research
in  psychology  (Manzey  2008),  which
until  now could not be explained by
means  of  sociological  theory  of  ac-
tion.

Future research on HMI issues should
analyse  this  point  in  more  detail.  If
our findings can be confirmed and re-
produced  in  further  experiments  in
different scenarios, this might have an
impact on the construction of user in-
terfaces in advanced systems.

The HMSE can gain new insights into
the interplay of humans and nonhu-
mans  and  provide  a  deeper  under-
standing of this kind of hybrid inter-
action,  grounded  on  a  sociological
theory  of  action.  Its  findings,  espe-
cially  concerning  implicit  role  distri-
bution, thus may be a step to better
understand  human-machine  interac-
tion  in  real  driving  situations.  How-
ever, prior to this more basic research
is needed. The model and the method
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applied thus may also serve to better
comprehend  the  issue  of  social  co-
operation in human-machine and hu-
man-robot interaction. Our approach
may help to improve the design of so-
ciable robots, whose autonomous ac-
tions are always part of a hybrid con-
stellation, consisting of a human act-
or and a nonhuman agent, who per-
ceive each other from their respective
point of  view. Both attribute proper-
ties to each other and act and interact
on the basis  of  their  specific  prefer-
ences. Only if we learn to understand
these processes of hybrid interaction
theoretically  and practically,  we may
be able to design sociable robots in a
way that they become real (artificial)
companions.
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